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The stack of G-zips is a Mori dream space

Jean-Stefan Koskivirta

Abstract

We first extend previous results of the author with T. Wedhorn and W. Goldring

regarding the existence of µ-ordinary Hasse invariants for Hodge-type Shimura vari-

eties to other automorphic line bundles. We also determine exactly which line bundles

admit nonzero sections on the stack of G-zips of Pink–Wedhorn–Ziegler. Then, we

define and study the Cox ring of the stack of G-zips and show that it is always finitely

generated. Finally, beyond the case of line bundles, we define a ring of vector-valued

automorphic forms on the stack of G-zips and study its properties. We prove that it

is finitely generated in certain cases.

1 Introduction

The broad topic of this paper is automorphic forms in characteristic p. Similarly to classical
automorphic forms, they can be defined as global sections of certain vector bundles on
the special fiber of Shimura varieties. For a reductive group G over Fp, the stack of G-
zips of Pink–Wedhorn–Ziegler affords a group-theoretical analogue of Shimura varieties.
Specifically, let G be a connected, reductive group over Fp and µ : Gm,k → Gk a cocharacter
of Gk, where k = Fp is a fixed algebraic closure of Fp. Attached to the pair (G, µ), there is an
associated stack of G-zips, denoted by G-Zipµ, as defined in [PWZ11, PWZ15]. It appears
in several aspects of the theory of Shimura varieties in characteristic p and is conjectured
to share many geometric properties with them. This approach makes it possible to study
questions related to singularities, cohomology vanishing, etc. from a group-theoretical point
of view by studying similar questions on the stack G-Zipµ. In this paper, we will prove
that G-Zipµ is a Mori dream space.

The stack of G-zips can be defined as a classifying stack of certain torsors. It also admits
an expression as a quotient stack (see section 2.1 for details). It relates to the theory of
Shimura varieties as follows. Let SK be the special fiber at a place of good reduction of a
Hodge-type Shimura variety, whose attached reductive group (over Fp) is G. Then, Zhang
has constructed a smooth morphism of stacks

ζ : SK → G-Zipµ

that can be shown to be surjective. The fibers of this map are called the Ekedahl–Oort strata
of SK . There is a unique open point in G-Zipµ, and the corresponding stratum is called
the µ-ordinary locus of SK . We think of the stack G-Zipµ as a group-theoretical version
of SK . Beside the aforementioned stratification, it also shares another important aspect
of Shimura varieties, as it carries a natural family of vector bundles (termed automorphic
vector bundles). To explain this, recall that one can naturally attach to the pair (G, µ) a
zip datum Zµ = (G,P,Q, L,M) consisting of two parabolic subgroups P,Q with respective
Levi subgroups L,M . Then, to any algebraic representation ρ : P → GL(V ), one attaches
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a vector bundle V(ρ) on G-Zipµ. In the special case when ρ is a character λ ∈ X∗(P ) =
X∗(L), the attached vector bundle is a line bundle, that we denote by L(λ).

In [KW18], the author and T. Wedhorn constructed µ-ordinary Hasse invariants for
general pairs (G, µ) (later extended by W. Goldring and the author in [GK19a]). Fix an
appropriate Borel pair (B, T ) (we impose that B ⊂ P , T ⊂ L and that (B, T ) be defined
over Fp), and let ∆ denote the simple roots. Write I ⊂ ∆ for the set of simple roots of
L and set ∆P := ∆ \ I. In loc. cit., the author and T. Wedhorn showed the following: If
λ ∈ X∗(L) satisfies the condition

〈λ, α∨〉 < 0 for all α ∈ ∆P , (1.0.1)

then there exists N ≥ 1 and a section

Haµ ∈ H0(G-Zipµ,L(λ)⊗N)

whose non-vanishing locus is exactly the open stratum of G-Zipµ (i.e. the µ-ordinary locus).
Such a section is called a µ-ordinary Hasse invariant. It is a group-theoretical generalization
of the classical Hasse invariant. Pulling back this section via the map ζ , one obtains similar
invariants over the Shimura variety SK . Our first result in the present paper is to generalize
the construction of µ-ordinary Hasse invariants and give a more precise statement regarding
their existence. Furthermore, we answer the question of when the space H0(G-Zipµ,L(λ))
is nonzero. Define a map

℘∗ : X∗(T )Q → X∗(T )Q, ℘∗ : δ 7→ δ − pσ(δ)

where σ ∈ Gal(k/Fp) is the p-power Frobenius homomorphism. For each root α ∈ ∆P ,
define a quasi-cocharacter δα ∈ X∗(T )Q as the preimage δα := ℘−1(α∨). We prove:

Theorem 1 (Theorem 3.4.4, Proposition 3.3.1). Let λ ∈ X∗(L) be a character.
(1) There exists a µ-ordinary Hasse invariant h ∈ H0(G-Zipµ,L(λ)⊗m) (for some m ≥ 1)

if and only if λ satisfies 〈λ, δα〉 > 0 for all α ∈ ∆P .
(2) The space H0(G-Zipµ,L(λ)⊗m) is nonzero (for some m ≥ 1) if and only if λ satisfies

〈λ, δα〉 ≥ 0 for all α ∈ ∆P .

The purpose of the paper [KW18] was to construct such invariants as a section of a power
of the Hodge line bundle ω, which exists naturally on SK . The character λω corresponding
to ω satisfies the stronger conditions (1.0.1), so the result of loc. cit. was sufficient for
its purpose. Similar sections were constructed by Goldring–Nicole for unitary Shimura
varieties ([GN17]) and W. Goldring and the author in [GK19a]. However, it can be useful
in general to construct such invariants for other automorphic line bundles L(λ), beyond
the case of the Hodge line bundle ω. Conditions (ii) in Theorem 1 are in general much less
restrictive than (1.0.1).

The next purpose of this article is to study the spaces H0(G-Zipµ,L(λ)) "all at once".
For this, the standard construction is to form the direct sum:

Cox(G-Zipµ) :=
⊕

λ∈X∗(L)

H0(G-Zipµ,L(λ)).

This object inherits a natural structure of k-algebra, and we call it the Cox ring of G-Zipµ,
by analogy with the Cox ring of a projective variety. Recall that a projective k-variety X
with finitely generated Picard group Pic(X) is called a Mori dream space if its Cox ring
Cox(X) is a finitely generated k-algebra. Examples of such spaces are spherical varieties
and smooth Fano varieties. For an arbitrary pair (G, µ), we show:
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Theorem 2 (Theorem 4.5.1). The ring Cox(G-Zipµ) is a finitely generated k-algebra. In
other words, the stack G-Zipµ is a Mori dream space.

We also show some elementary properties of the ring Cox(G-Zipµ): it is an integral
domain which is integrally closed, and its unit group identifies with the group of nowhere-
vanishing functions on G (Proposition 4.4.3). When G is semisimple and Pic(G) = 0, the
Cox ring of G-Zipµ is a polynomial algebra (Corollary 4.5.4).

In the last part of the article, we consider more general, higher rank automorphic
vector bundles. Let λ ∈ X∗(T ) be a character, and consider the induced P -representation
VI(λ) := indP

B(λ). Write VI(λ) for the associated vector bundle on G-Zipµ. In the context
of Shimura varieties, the pullback ζ∗(VI(λ)) coincides with the automorphic vector bundle
attached to λ. Global sections in H0(SK ,VI(λ)) are called mod p automorphic forms of
level K and weight λ. They play a central role in the mod p Langlands program, as Hecke-
invariant forms are conjectured to correspond to mod p Galois representations. Again, we
may form the following direct sum:

Rzip :=
⊕

λ∈X∗(T )

H0(G-Zipµ,VI(λ)).

The natural map VI(λ) ⊗k VI(λ
′) → VI(λ + λ′) (for λ, λ′ ∈ X∗(T )) endows Rzip with a

structure of a k-algebra. We call Rzip the ring of automorphic forms on G-Zipµ. It contains
the Cox ring of G-Zipµ as a subring. One may also interpret Rzip as the Cox ring of the
stack of G-zip flags (see 5.1 for details). We conjectured in [Kos19, Conjecture 5.1.4]:

Conjecture 1. The ring Rzip is finitely generated.

In loc. cit., we carried out the case of the group G = Sp4,Fp
, where we proved that Rzip is

a polynomial algebra in three variables. In the present article, we prove general properties
of this ring: it is an integrally closed integral domain, whose field of fractions identifies with
k(B ∩M) (Proposition 5.1.4). We show that the veracity of Conjecture 1 is unchanged if
we modify G by a central subgroup (Proposition 5.6.3), or if we take a product over Fp of
two Fp-reductive groups (Proposition 5.5.1). We also show that it holds in the extremal
cases P = G or P = B (Proposition 5.7.4). Finally, we illustrate the case of a general
linear group in three dimensions (and its Fp-forms given by unitary groups) in the theorem
below.

Theorem 3 (Corollary 5.8.3, Proposition 5.8.6). Let G be a reductive Fp-group such that
Gk ≃ GL3,k. For any cocharacter µ : Gm,k → Gk, Conjecture 1 holds true.

We end this introduction by explaining the content of each chapter. In chapter 2, we
review some basic definitions regarding the stack of G-zips, their connection with Shimura
varieties, the construction of vector bundles attached to algebraic representations. Chapter
3 is devoted to studying the space of global sections of vector bundles over G-Zipµ, using
as a main ingredient the results of our previous paper with N. Imai [IK21a]. We also prove
Theorem 1 regarding µ-ordinary Hasse invariants. In Chapter 4, we introduce the Cox ring
of G-Zipµ and study its properties. We prove that it is finitely generated (Theorem 2).
The last chapter deals with the ring Rzip of automorphic forms. We illustrate the case of
(Fp-forms of) GL3 and prove Theorem 3.
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2 The stack of G-zips

2.1 Definition

Fix an algebraic closure k = Fp of Fp. For a characteristic p scheme X, we write X(p) for
the Frobenius-twist of X and FX : X → X(p) for the relative Frobenius morphism. Let G
be a connected, reductive group over Fp and µ : Gm,k → Gk a cocharacter. We call the pair
(G, µ) a cocharacter datum. We can attach to (G, µ) a tuple Zµ = (G,P,Q, L,M) called
a zip datum. Here, P , Q are parabolic subgroups of Gk defined as follows. First let P+(µ)
(resp. P−(µ)) be the parabolic subgroup whose k-points are the elements g ∈ G(k) such
that the map

Gm,k → Gk; t 7→ µ(t)gµ(t)−1 (resp. t 7→ µ(t)−1gµ(t))

extends to a morphism of varieties A1
k → Gk. We obtain a pair of opposite parabolics

(P+(µ), P−(µ)) in Gk whose intersection P+(µ) ∩ P−(µ) = L(µ) is the centralizer of µ (it
is a common Levi subgroup of P+(µ) and P−(µ)). We define P := P−(µ), Q := (P+(µ))

(p),
L := L(µ) and M := L(p). Write ϕ : L → M for the Frobenius homomorphism. For
an algebraic group H , we write Ru(H) for its unipotent radical. Let θPL : P → L be the
projection onto the Levi subgroup L, i.e. the map defined by θPL (xu) = x for all x ∈ L and
u ∈ Ru(P ). Define θQM : Q→M similarly. The zip group of (G, µ) is defined by:

E := {(x, y) ∈ P ×Q | ϕ(θPL (x)) = θQM(y)}.

We let E act on Gk by the action (x, y) · g = xgy−1 for all (x, y) ∈ E, g ∈ Gk. Moonen–
Wedhorn ([MW04] and Pink–Wedhorn–Ziegler ([PWZ11, PWZ15]) defined the stack of
G-zips of type µ. It can be expressed as a moduli stack of certain torsors. We will use the
following, equivalent definition as a quotient stack

G-Zipµ := [E\Gk] .

This stack is a smooth k-stack with finite underlying topological space.

2.2 Group-theoretical notation

Let again (G, µ) be a cocharacter datum and Zµ = (G,P,Q, L,M) be the associated zip
datum as in section 2.1. We explain notation pertaining to the root datum of G, used
throughout the paper. We will always make the following assumption: there exists a
Borel pair (B, T ) defined over Fp satisfying B ⊂ P and T ⊂ L. After changing µ up to
conjugation, this assumption can always be achieved. Let B+ denote the opposite Borel
subgroup, i.e. the unique Borel subgroup such that B ∩ B+ = T .

We let X∗(T ) (resp. X∗(T )) denote the group of characters (resp. cocharacters) of T .
Since T is defined over Fp, these sets are naturally endowed with an action of Gal(k/Fp).
Write W = W (Gk, T ) for the Weyl group of Gk. Similarly, Gal(k/Fp) acts on W and the
actions of Gal(k/Fp) and W on X∗(T ) and X∗(T ) are compatible in a natural sense. We let
Φ,Φ+,∆ denote respectively the set of T -roots of G, the positive roots and the simple roots.
Our convention of positivity differs from some authors: A root α lies in Φ+ if and only if the
α-root group Uα is contained in B+. For a root α ∈ Φ, we let sα ∈ W be the corresponding
reflection. The system (W, {sα | α ∈ ∆}) is a Coxeter system. We write ℓ : W → N for the
length function. In particular, ℓ(sα) = 1 for all α ∈ ∆. Let w0 ∈ W be the longest element
of W . Write Φ+

L ⊂ Φ+ for the positive T -roots of L, and let I := ∆L = Φ+
L ∩∆ denote the

simple roots of L. We also define ∆P := ∆\ I. Let WI :=W (L, T ) be the Weyl group of L.
Write w0,I for the longest element in WI . Define IW to be the subset of elements w ∈ W
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which are of minimal length in the right coset WIw. The set IW is a set of representatives
for the quotient WI\W . The longest element in the set IW is w0,Iw0.

We say that a character λ ∈ X∗(T ) is dominant if 〈λ, α∨〉 ≥ 0 for all α ∈ ∆. The set
of dominant characters will be denoted by X∗

+(T ). Similarly, if 〈λ, α∨〉 ≥ 0 for all α ∈ I,
we say that λ is I-dominant (or L-dominant), and write X∗

+,I(T ) for the set of I-dominant
characters. For each α ∈ Φ, choose an isomorphism uα : Ga → Uα so that (uα)α∈Φ is a
realization in the sense of [Spr98, 8.1.4]. In particular, we have

tuα(x)t
−1 = uα(α(t)x), ∀x ∈ Ga, ∀t ∈ T.

2.3 Stratification of G-Zipµ

Let (G, µ) be a cocharacter datum as in 2.1 and let G-Zipµ = [E\Gk] be the attached stack
of G-zips. We recall the parametrization of the points of the underlying topological space of
G-Zipµ. They correspond bijectively to the E-orbits in Gk. By [PWZ11, Proposition 7.1],
there are finitely many E-orbits in Gk. Furthermore, each E-orbit is smooth and locally
closed in Gk, and the Zariski closure of an E-orbit is a union of E-orbits. For w ∈ W , we fix
a representative ẇ ∈ NG(T ), such that (w1w2)

· = ẇ1ẇ2 whenever ℓ(w1w2) = ℓ(w1) + ℓ(w2)
(this is possible by choosing a Chevalley system, [ABD+66, XXIII, §6]). We set throughout

z := σ(w0,I)w0.

For w ∈ W , write
Gw := E · ẇż−1

for the E-orbit of the element ẇż−1. We will simply write w instead of ẇ. Define a partial
order 4 on IW as follows: For w,w′ ∈ IW , write w′ 4 w if there exists w1 ∈ WI such that
w′ ≤ w1wσ(w1)

−1 (see [PWZ11, Corollary 6.3]).

Theorem 2.3.1 ([PWZ11, Theorem 7.5]).
(1) The map w 7→ Gw is a bijection IW → {E-orbits in Gk}.
(2) For w ∈ IW , one has dim(Gw) = ℓ(w) + dim(P ).
(3) For w ∈ IW , the Zariski closure of Gw is

Gw =
⊔

w′∈IW, w′4w

Gw′.

In particular, there is a unique open E-orbit Uµ ⊂ Gk corresponding via the map
w 7→ Gw to the longest element w0,Iw0 ∈

IW . It coincides with the E-orbit of the identity
element 1 ∈ Gk. Using the terminology pertaining to Shimura varieties, we call Uµ the
µ-ordinary stratum of Gk and the open substack Uµ := [E\Uµ] the µ-ordinary locus. It
corresponds to the µ-ordinary locus of the special fiber of Shimura varieties, studied in
[Moo04] and [Wor13]. See section 2.4 below for details. The codimension one E-orbits
correspond bijectively to elements of IW of length ℓ(w0,Iw0) − 1. Such elements can be
written w0,Isαw0 for α ∈ ∆P . We will simply write Zα for the E-orbit corresponding to
w0,Isαw0. One sees easily that Zα is the E-orbit of sα.

2.4 Shimura varieties

We briefly explain the connection between G-zips and Shimura varieties. Let (G,X) be
a Shimura datum of Hodge-type (i.e. it admits an embedding into a Siegel-type Shimura
datum). In particular, G is a connected, reductive group over Q. Let K ⊂ G(Af) be a
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sufficiently small compact open subgroup and write ShK(G,X) for the associated Shimura
variety. It is a quasi-projective variety defined over a number field E (the reflex field). The
field E is the field of definition of the G(C)-conjugacy class of the cocharacter µ : Gm,C →
GC naturally attached to the Shimura datum (G,X).

Let p be a prime number, and suppose that K can be written as K = KpK
p where

Kp ⊂ G(Qp) is hyperspecial and Kp ⊂ G(Ap
f) is compact open (we say that p is a place of

good reduction). By definition of a hyperspecial subgroup, we can write Kp = G(Zp) for a
reductive Zp-group G such that G ⊗Zp

Qp ≃ GQp
. For each place v|p in E, Kisin ([Kis10]

and Vasiu ([Vas99]) have constructed a smooth, canonical model SK of ShK(G,X) over the
ring OEv

. We write SK := SK ⊗OEv
k for the special fiber of SK , where k is an algebraic

closure of the residue field of v.
Define G := G ⊗Zp

Fp. We may assume that it extends to a cocharacter of GZp
(see

[IK21a, §2.5] for details). Write again µ : Gm,k → Gk for its special fiber. In particular, the
pair (G, µ) gives rise to a stack of G-zips of type µ as explained in §2.1. Zhang ([Zha18])
has constructed a smooth morphism of stacks

ζ : SK → G-Zipµ (2.4.1)

which is also surjective by [SYZ21, Corollary 3.5.3(1)]. The program started by W. Goldring
and the author in [GK18, GK22b, GK22a] is aimed at studying the geometry of SK by using
G-Zipµ as a group-theoretical analogue. The authors proved in many cases that geometric
information pertaining to SK can be read off the stack G-Zipµ.

2.5 Vector bundles on quotient stacks

We recall the construction of vector bundles on quotient stacks attached to algebraic repre-
sentations. Let H be a smooth connected algebraic group over a field k, and X a k-variety
endowed with an algebraic action of H (we say that X is an H-variety). Let ρ : H → GL(V )
be an algebraic representation of H on a finite-dimensional k-vector space V . Then, the "as-
sociated sheaf construction" of [Jan03, I.5.8] produces a vector bundle V(ρ) on the quotient
stack [H\X ]. It is represented geometrically by the stack

[H\(X × V )]

where H acts diagonally on X×V . The first projection X×H → X induces a natural map
to the quotient stack [H\X ]. Furthermore, the rank of V(ρ) coincides with the dimension
of V . In particular, characters λ : H → Gm give rise to line bundles on [H\X ]. We will use
the notation L(λ) to denote the line bundle attached to λ.

We apply this general discussion to the stack of G-zips. Fix a cocharacter datum
(G, µ) and write Zµ = (G,P,Q, L,M) for the attached zip datum, as defined in §2.1.
Let G-Zipµ = [E\Gk] be the associated stack of G-zips. For any algebraic representation
ρ : E → GL(V ) on a finite-dimensional k-vector space V , we obtain a vector bundle V(ρ)
on the stack G-Zipµ. When ρ : P → GL(V ) is an algebraic P -representation, we view
it as an E-representation via the first projection pr1 : E → P , and write again V(ρ) for
the attached vector bundle. To avoid ambiguity with the vector VI(λ) that will appear in
section 5.1, we write L(λ) (instead of V(λ)) to denote the line bundle on G-Zipµ attached
to a character λ ∈ X∗(L).

2.6 Picard group of a quotient stack

In this section, we recall general facts about Picard groups of quotient stacks explained in
[KW18, §2]. Let k be an algebraically closed field and H a smooth connected algebraic
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group over k. Let X be a normal H-variety and write a : H ×X → X for the action map
of H on X. Define p2 : H×X → X and p23 : H×H×X → H×X as the projection maps
given by (g, x) 7→ x and (g1, g2, x) 7→ (g2, x) respectively. Let µH denote the multiplication
map H × H → H . For a line bundle L on X, an H-linearization of L is an isomorphism
φ : a∗(L ) → p∗2(L ) satisfying the cocycle condition

p∗23(φ) ◦ (idH × a)∗(φ) = (µH × idX)
∗(φ).

Let PicH(X) denote the group of isomorphism classes of H-linearized line bundles on H . It
identifies naturally with the Picard group Pic([H\X ]) of the quotient stack [H\X ]. Define
E(X) := O(X)×/k×, where O(X)× is the group of nowhere vanishing functions on X.
When X is an integral k-scheme of finite type, E(X) is a finitely generated free abelian
group ([KKV89, §1.3]). Recall the following result:

Proposition 2.6.1 ([KW18, Corollary 2.3.1]). Let H be a smooth connected algebraic group
and X a normal variety endowed with an algebraic action of H. Then, there is an exact
sequence of abelian groups

1 → k× → (O(X)×)H → E(X) → X∗(H) → PicH(X) → Pic(X) → Pic(H).

Here, (O(X)×)H denotes the group of H-invariant elements of O(X)×. Via the identi-
fication PicH(X) = Pic([H\X ]), the map X∗(H) → PicH(X) is given by the construction
λ 7→ L(λ) explained in section 2.5.

We apply the above discussion in the case of the action of E on Gk giving rise to the
stack G-Zipµ = [E\Gk]. To simplify notation, we write G instead of Gk. By [KKV89,
§1.3], the natural map X∗(G) → E(G) is an isomorphism. Identifying X∗(E) = X∗(L), we
deduce that there is an exact sequence

1 → X∗(G) → X∗(L) → Pic(G-Zipµ) → Pic(G). (2.6.1)

Since Pic(G) is finite by [KKLV89, Proposition 4.5], we obtain an isomorphism

(X∗(L)/X∗(G))⊗Z Q → Pic(G-Zipµ)Q.

3 Global sections on G-Zipµ

In this section, we first study in general the space H0(G-Zipµ,V(ρ)) of global sections of
vector bundles over the stack G-Zipµ. We then specialize to the case of line bundles.

3.1 Brylinski—Kostant filtration

Before we recall the main theorem of [IK21a], we set notation pertaining to representation
theory of reductive groups. Fix an algebraic B-representation ρ : B → GL(V ) and let
V =

⊕
ν∈X∗(T ) Vν be the weight decomposition of V . For any v ∈ Vν and α ∈ Φ, we can

write uniquely
uα(x)v =

∑

j≥0

xjE(j)
α (v), ∀x ∈ Ga,

for elements E(j)
α (v) ∈ Vν+jα ([IK21a, Lemma 3.3.1]). Extend the definition of E(j)

α (v) by
additivity to any v ∈ V . This defines a map E(j)

α : V → V for any j ≥ 0 and α ∈ Φ. When
j < 0, put E(j)

α = 0.

7



Write σ ∈ Gal(k/Fp) for the p-power Frobenius element. Let ℘ : T → T be the Lang
map defined by g 7→ gϕ(g)−1. It induces an isomorphism

℘∗ : X∗(T )R
∼

−→ X∗(T )R; δ 7→ ℘ ◦ δ = δ − pσ(δ).

For α ∈ ∆, set δα = ℘−1
∗ (α∨). For α ∈ ∆P , define an integer mα by

mα = min{m ≥ 1 | σ−m(α) /∈ I}. (3.1.1)

For example, if P is defined over Fp, then mα = 1 for all α ∈ ∆P .
Let m ≥ 1 be an integer and let Ξ = (α1, . . . , αm) ∈ Φm be an m-tuple of roots.

Suppose H is a closed subgroup scheme of G contaning T and Uαi
for all 1 ≤ i ≤ m. Let

V be a finite dimensional algebraic representation of H . For a = (a1, . . . , am) ∈ (k×)m and
r = (r1, . . . , rm) ∈ Rm, define

(Zm)r =

{
(n1, . . . , nm) ∈ Zm

∣∣∣∣∣

m∑

i=1

niri = 0

}
,

ΛΞ,r =

{
m∑

i=1

niαi

∣∣∣∣∣ (n1, . . . , nm) ∈ (Zm)r

}
.

For a character ν ∈ X∗(T ), write [ν] for its coset in the quotient X∗(T )/ΛΞ,r. Furthermore,
define

V[ν] =
⊕

ν∈[ν]

Vν .

Let j = (j1, . . . , jm) ∈ Zm and write again [j] ∈ Zm/(Zm)r for its residue class. Define

[j] · r =

m∑

i=1

jiri ∈ R,

[ν] + [j] · Ξ =

[
ν +

m∑

i=1

jiαi

]
∈ X∗(T )/ΛΞ,r

(note that these elements are well-defined). Let [ν] ∈ X∗(T )/ΛΞ,r and let δ : X∗(T ) → R

be any function. We define a subspace FilΞ,a,rδ V[ν] ⊂ V[ν] as follows:

FilΞ,a,rδ V[ν] :=
⋂

[j]∈Zm/(Zm)r

⋂

χ∈[ν]+[j]·Ξ,
[j]·r>δ(χ)

Ker



∑

j∈[j]

prχ ◦a
j1
1 E

(j1)
α1

◦ · · · ◦ ajmm E(jm)
αm

: V[ν] → Vχ




where prχ : V[ν]+[j]·Ξ → Vχ is the natural projection. This filtration is similar to the
Brylinski—Kostant filtration of a representation.

3.2 The space of global sections

We explain the results of [IK21a], where N. Imai and the author determined explicitly the
space of global sections H0(G-Zipµ,V(ρ)) for a general algebraic P -representation ρ. We
first recall the following easy result ([Kos19, Lemma 1.2.1]):

8



Proposition 3.2.1. For any algebraic representation ρ : P → GL(V ), we have

dimkH
0(G-Zipµ,V(ρ)) ≤ dimk(V )

In particular, for any λ ∈ X∗(L), the k-vector space H0(G-Zipµ,L(λ)) has dimension ≤ 1.

For a general P -representation P → GL(V ), the space H0(G-Zipµ,V(ρ)) of global
sections can be expressed as the part of the Brylinski—Kostant filtration of V invariant
under the action of a certain (non-smooth) finite algebraic subgroup Lϕ ⊂ L ([IK21a,
Theorem 3.4.1]). Specifically, define first Lϕ ⊂ E as the scheme-theoretical stabilizer of the
element 1. Explicitly,

Lϕ = E ∩ {(x, x) | x ∈ Gk}.

This algebraic group is in general non-smooth. Via the first projection pr1 : E → P , identify
Lϕ with an algebraic subgroup of P . One can then show ([KW18, Lemma 3.2.1]) that Lϕ

is a finite group-scheme contained in L. Furthermore, let L0 ⊂ L be the largest algebraic
subgroup contained in L, i.e. L0 :=

⋂
r∈Z σ

r(L). Then Lϕ can be written as a semidirect
product

Lϕ = L◦
ϕ ⋊ L0(Fp)

where L◦
ϕ is the identity component of Lϕ, which is a finite unipotent group-scheme. When

P is defined over Fp, we simply have L0 = L and Lϕ = L(Fp), viewed as an etale group-
scheme.

For α ∈ ∆P , let mα be the integer defined by (3.1.1), put aα = (−1, . . . ,−1) ∈ (k×)mα

and define
Ξα = (−α, σ−1(α), . . . , σ−(mα−1)(α)).

Define also rα = (rα,1, . . . , rα,mα
), where rα,1 = 1− 〈α, δα〉 and

rα,i =
〈α, δα〉 − 1

pi−1

for 2 ≤ i ≤ mα. We view δα as a function δα : X∗(T ) → R given by δα(χ) = 〈χ, δα〉.

Theorem 3.2.2. Let ρ : P → GL(V ) be an algebraic P -representation. One has an iden-
tification

H0(G-Zipµ,V(ρ)) = V Lϕ ∩
⋂

α∈∆P

⊕

[ν]∈X∗(T )/ΛΞα,rα

FilΞα,aα,rα
δα

V[ν].

3.3 Global sections of line bundles

In this section, we specialize to the case when the representation ρ : P → GL(V ) is the
one-dimensional representation attached to a character λ ∈ X∗(L) = X∗(P ). In this case,
the statement of Theorem 3.2.2 simplifies considerably. Recall that H0(G-Zipµ,L(λ)) has
dimension ≤ 1. We want to determine for which characters λ ∈ X∗(L) this space is nonzero.

Proposition 3.3.1. For a character λ ∈ X∗(L), the following are equivalent:
(i) The space H0(G-Zipµ,L(λ)) is nonzero.
(ii) λ is trivial on Lϕ and 〈λ, δα〉 ≥ 0 for all α ∈ ∆P .
Furthermore, in this case H0(G-Zipµ,L(λ)) is one-dimensional.
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Proof. Write VI(λ) for the underlying one-dimensional vector space of λ. In this case, for
dimension reasons we find that

FilΞα,aα,rα
δα

Vλ = Vλ = VI(λ)

if 〈λ, δα〉 ≥ 0 and FilΞα,aα,rα
δα

Vλ = 0 otherwise. On the other hand, the space VI(λ)Lϕ is zero
if and only if λ is trivial on the finite subgroup Lϕ ⊂ L. The equivalence of (i) and (ii)
then follows easily from Theorem 3.2.2. When this condition is satisfied, H0(G-Zipµ,L(λ))
is one-dimensional by Proposition 3.2.1.

Corollary 3.3.2. Let λ ∈ X∗(L) and assume that 〈λ, δα〉 ≥ 0 for all α ∈ ∆P . Then there
is an integer N ≥ 1 such that H0(G-Zipµ,L(λ)⊗N) 6= 0.

Proof. By considering an appropriate multiple Nλ (N ≥ 1), we can arrange that Nλ
vanishes on the finite group Lϕ. Since L(Nλ) = L(λ)⊗N , the result follows from Proposition
3.3.1.

The set of λ such that some positive power of L(λ) admits nonzero global sections is
thus defined inside X∗(L) as the intersection of the half-planes given by 〈λ, δα〉 ≥ 0. We
note the following:

Proposition 3.3.3. The linear forms {λ 7→ 〈λ, δα〉}α∈∆P are linearly independent, when
viewed as linear forms on X∗(L)Q. Equivalently, they form a basis of the dual vector space
of (X∗(L)/X∗(G))⊗Z Q

Proof. Let D ⊂ X∗(L) be the set of λ ∈ X∗(L) such that 〈λ, δα〉 = 0 for all α ∈ ∆P . Let
λ ∈ D and α ∈ ∆P . By definition of δα, we have

δα − pσ(δα) = δα − pδσ(α) = α∨.

If σ(α) ∈ ∆P , then we obtain 〈λ, α∨〉 = 0. Otherwise, we have σ(α) ∈ I. Let r ≥ 1 be the
smallest integer such that σr(α) ∈ ∆P . Then, since λ ∈ X∗(L) and σ(α), . . . , σr−1(α) are
in I, we obtain inductively

〈λ, α∨〉 = −p〈λ, δσ(α)〉 = −pr〈λ, δσr(α)〉 = 0.

Therefore, λ is orthogonal to all α∨ for α ∈ ∆, which implies that λ ∈ X∗(G). Since we
have rank(X∗(L)) − rank(X∗(G)) = |∆P |, dimension considerations show that the linear
forms λ 7→ 〈λ, δα〉 on X∗(L)Q are linearly independent.

We finish this section with a useful lemma. Let H be a smooth connected algebraic
k-group acting on a k-variety X. For λ ∈ X∗(H), denote by L(λ) the associated line bundle
on the quotient stack [H\X ] (section 2.5). By definition, the space of global sections of
L(λ) can be identified with the space of regular maps f : X → A1 satisfying

f(h · x) = λ(h)f(x), h ∈ H, x ∈ X. (3.3.1)

We will use the following lemma:

Lemma 3.3.4. Let BH ⊂ H be a Borel subgroup (in the sense that H/BH is a projective
variety) and λ ∈ X∗(H) a character. Let f : X → A1 be a regular map satisfying f(h ·x) =
λ(h)f(x) for all h ∈ BH and x ∈ X. Then f satisfies the same relation for all h ∈ H and
x ∈ X. In other words, f identifies with a global section of L(λ) on [H\X ].
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Proof. Let x ∈ X be fixed, and consider the map ψ : H → A1 defined by

ψ(h) :=
f(h · x)

λ(h)
.

It is clear that ψ is a regular map. By assumption, for any b ∈ BH , h ∈ H , we have
ψ(bh) = ψ(h). Since the quotient BH\H is proper, we deduce that ψ is constant, hence
equal to f(g). The result follows.

By definition, a section f ∈ H0(G-Zipµ,L(λ)) (for λ ∈ X∗(L)) can be interpreted as a
regular map f : Gk → A1 satisfying the relation

f(xgy−1) = λ(x)f(g) (3.3.2)

for all (x, y) ∈ E and g ∈ Gk. Now, fix a Borel pair (B, T ) as explained in section 2.2.
Define a subgroup E ′ ⊂ E by

E ′ := E ∩ (B ×G). (3.3.3)

In other words, E ′ is the subgroup of pairs (x, y) ∈ E such that x ∈ B. One sees easily
that E/E ′ ≃ P/B (hence is projective). From Lemma 3.3.4, we deduce the following:

Corollary 3.3.5. Let λ ∈ X∗(L) and let f : Gk → A1 be a regular map satisfying (3.3.2)
for all (x, y) ∈ E ′ and g ∈ Gk. Then the same relation holds for all (x, y) ∈ E and g ∈ Gk.
Hence f identifies with an element of H0(G-Zipµ,L(λ)).

3.4 µ-ordinary Hasse invariants

We recall the main theorem of [KW18] by the author and T. Wedhorn. In loc. cit., the
following result was proved:

Proposition 3.4.1 ([KW18, Theorem 5.1.4]). Assume that λ ∈ X∗(L) satisfies

〈λ, α∨〉 < 0, ∀α ∈ ∆P . (3.4.1)

Then the space H0(G-Zipµ,L(λ)⊗Nµ) is nonzero for a certain integer Nµ ≥ 1. Furthermore,
any nonzero section h ∈ H0(G-Zipµ,L(λ)⊗Nµ) is a µ-ordinary Hasse invariant, in the
sense that the non-vanishing locus of h is precisely the complement of the µ-ordinary locus
Uµ ⊂ G-Zipµ.

By pullback via the map ζ : SK → G-Zipµ, the authors also deduced the existence of
such sections on the Shimura variety SK . We explain below the connection with Corollary
3.3.2. For each α ∈ ∆P , fix an integer dα ≥ 1 such that α is defined over Fpdα . We can
write

δα = −
1

pdα − 1

dα−1∑

i=0

piσi(α∨).

The condition 〈λ, δα〉 ≥ 0 can thus be written as

dα−1∑

i=0

pi〈λ, σi(α∨)〉 ≤ 0. (3.4.2)

We claim that if λ ∈ X∗(L) satisfies (3.4.1), then it is anti-dominant, i.e. 〈λ, α∨〉 ≤ 0 for all
α ∈ Φ+. Indeed, we may write α as linear combination with positive coefficients of simple
roots. Since 〈λ, α∨〉 = 0 for α ∈ I, we deduce the claim. In particular, when λ ∈ X∗(L)
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satisfies (3.4.1), all terms in the sum (3.4.2) are non-positive, and the one corresponding to
i = 0 is negative. Thus we see that Proposition 3.4.1 is compatible with Corollary 3.3.2.

We now generalize the construction of µ-ordinary Hasse invariants from [KW18]. Un-
fortunately, we cannot use the statement of Theorem 3.2.2 as is. We need to return to its
proof, following [IK21a, Theorem 3.4.1], in order to state a more precise result. First, we
recall the following: For any algebraic P -representation P → GL(V ), the space of global
sections of V(ρ) over the µ-ordinary locus Uµ can be identified as

H0(Uµ,V(ρ)) = V Lϕ . (3.4.3)

Furthermore, via the identification given by Theorem 3.2.2, the natural injective map
H0(G-Zipµ,V(ρ)) → H0(Uµ,V(ρ)) corresponds to the natural inclusion into V Lϕ .

To simplify, we consider the case of a line bundle L(λ) (for λ ∈ X∗(L)). If we write
Nµ for the order of the finite group-scheme Lϕ, then for any λ ∈ X∗(L), the character Nµλ
vanishes on Lϕ. We deduce that for any λ ∈ X∗(L), the space H0(Uµ,L(λ)

⊗Nµ) is one-
dimensional. We may view an element h ∈ H0(Uµ,L(λ)

⊗Nµ) as a regular map h : Uµ → A1

satisfying
h(xgy−1) = λ(x)Nµf(g), (x, y) ∈ E, g ∈ Uµ.

Since Gk is a normal k-variety, we may speak of the divisor div(h) of h. By E-equivariance
of h, the divisor div(h) can be written as

div(h) =
∑

α∈∆P

multα(h)Zα

for certain multiplicities multα(h), where {Zα}α∈∆P are the codimension one E-orbits in
Gk (section 2.3). Define the sign function sgn : R → {−1, 1, 0} by

sgn(x) =





1 if x > 0

−1 if x < 0

0 if x = 0.

The proof of [IK21a, Theorem 3.4.1] shows the following:

Lemma 3.4.2. One has sgn(multα(h)) = sgn(〈λ, δα〉) for all α ∈ ∆P .

To prove Lemma 3.4.2, we review a construction explained in [IK21a, §3.1]. For α ∈ Φ,
denote by φα : SL2,k → Gk the unique homomorphism such that

φα

((
1 x
0 1

))
= uα(x), φα

((
1 0
x 1

))
= u−α(x)

afforded by [Spr98, 9.2.2]. It also satisfies φα(diag(t, t
−1)) = α∨(t). For α ∈ ∆P , recall that

Zα = E · sα is the E-orbit of sα. For any α ∈ ∆P , define a subset Xα as follows:

Xα := Gk \
⋃

β∈∆P , β 6=α

Zβ.

It is clear that Xα is open and contains the open E-orbit Uµ. Set Y = E × A1 and define
the map

ψα : Y → Gk; ((x, y), t) 7→ xφα (A(t)) y
−1 where A(t) =

(
t 1
−1 0

)
∈ SL2,k .

One has φα(A(0)) = sα in W . The properties of the map ψα are given by the following
proposition
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Proposition 3.4.3 ([IK21a, Proposition 3.1.4]).
(1) The image of ψα is contained in Xα.
(2) For any (x, y) ∈ E and t ∈ A1, one has ψα((x, y), t) ∈ Uµ ⇐⇒ t 6= 0.
(3) For all (x, y) ∈ E, we have ψα((x, y), 0) ∈ E · sα.

Since h : Uµ → A1 is an E-equivariant function, we can apply the theory of "adapted
morphisms" established in [Kos19, §3.2]. We deduce that the sign of multα(h) coincides
with the sign of the multiplicity of the divisor of the composition h◦ψα (loc. cit., Corollary
3.2.3). Note that A(t) can be decomposed as follows:

A(t) =

(
1 0

−t−1 1

)(
t 0
0 t−1

)(
1 t−1

0 1

)
.

Since α ∈ ∆P , the image by φα of the matrices

(
1 0

−t−1 1

)
and

(
1 t−1

0 1

)
lie in Ru(P ) and

Ru(Q) respectively. We deduce

h(ψα((x, y), t)) = λ(x)h

(
φα

((
t 0
0 t−1

)))
= λ(x)h(α∨(t)).

Since α∨ = δα − pσ(δα), we obtain h(α∨(t)) = λ(δα(t)) = t〈λ,δα〉. Hence, the sign of the
divisor of h ◦ψα coincides with 〈λ, δα〉. This finishes the proof of Lemma 3.4.2. We deduce
from this discussion the following theorem, which generalizes the existence of µ-ordinary
Hasse invariants of [KW18] and completes Proposition 3.3.1 above.

Theorem 3.4.4. For λ ∈ X∗(L), the following are equivalent.
(i) There exists a µ-ordinary Hasse invariant h ∈ H0(G-Zipµ,L(λ)⊗Nλ).
(ii) 〈λ, δα〉 > 0 for all α ∈ ∆P .

When P is defined over Fp, one has δα = − α∨

p−1
, hence the content of Theorem 3.4.4

coincides with Proposition 3.4.1. However, for more general situations, for example the
case of a Weil restriction, the condition (ii) of Theorem 3.4.4 is less strenuous than that of
Proposition 3.4.1.

4 The Cox ring of G-Zipµ

4.1 Mori dream spaces

We briefly review the theory of Mori dream spaces. The natural setting to define these
objects is that of projective varieties. In the context of this paper, we will consider the
stacks of G-zips and G-zip flags (the latter is defined in section 5.1). Although the classical
theory of Mori dream spaces does not apply in this generality, we will see that all objects can
be naturally defined for the stacks that we consider. Mori dream spaces were first defined
by Hu and Keel in [HK00]. To simplify, we assume below that X a smooth projective
variety over an algebraically closed field k. Then X is said to be a Mori dream space if it
satisfies the following two conditions:

(a) The Picard group Pic(X) is a finitely generated abelian group.
(b) There are finitely many birational maps fi : X → Xi (with Xi projective) defined on

some open subset of X, which are isomorphisms in codimension one, and satisfy that
for any moveable divisor D on X, there exists i and a semiample divisor Di on Xi such
that D = f ∗

i (Di).
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LetX be a projective, smooth k-variety, such that Pic(X) is finitely generated. Fix a system
of Weyl divisors D = (D1, . . . , Dm) such that the attached line bundles (O(D1), . . . ,O(Dm))
form a basis of Pic(X)Q. For λ = (λ1, . . . , λm) ∈ Zm set λ ·D :=

∑m
i=1 λiDi. The Cox ring

of X is defined as follows:

Cox(X) :=
⊕

λ∈Zm

H0(X,O(λ ·D)).

This ring depends on the choice of D, but most of its properties are independent of this
choice. The cone of effective divisor classes is the grading set of this graded algebra, namely
it is given by:

Eff(X) =
{
λ ∈ Zm | H0(X,O(λ ·D)) 6= 0

}
.

Theorem 4.1.1 ([HK00, Proposition 2.9]). Let X be a projective, smooth k-variety, such
that Pic(X) is finitely generated. The following are equivalent:
(i) X is a Mori dream space.
(ii) The Cox ring Cox(X) is finitely generated over k.

For example, smooth Fano varieties and spherical varieties are examples of Mori dream
spaces. In particular, if G is a connected reductive group over k and R ⊂ G is a parabolic
subgroup, then G/R is a Mori dream space. Let (B, T ) be a Borel pair such that B ⊂ P , as
in section 2.2. We will consider the Cox ring of P/B and G/B. Recall that I ⊂ ∆ denotes
the type of P . Consider the induced P -representation VI(λ) = indP

B(λ) and define:

CoxI(G) :=
⊕

λ∈X∗(T )

VI(λ). (4.1.1)

Since we can also write VI(λ) = H0(P/B,L(λ)), the ring CoxI(G) can be interpreted as the
Cox ring of P/B. In particular, CoxI(G) is a finitely generated k-algebra. Taking P = G,
we also have the ring Cox∆(G), which is the Cox ring of G/B.

4.2 Graded rings and monoids

Before we discuss the Cox ring for the stack of G-zips, we make some general observations
on graded rings. Let Γ be a finitely generated free abelian group, and let X ⊂ Γ be a
submonoid. We say that X is finitely generated if there exists x1, . . . , xk ∈ X such that
X = Z≥0x1+ · · ·+Z≥0xk. Write XQ≥0

for the set of linear combinations with non-negative
rational coefficients of elements of X in ΓQ. We call XQ≥0

a Q≥0-monoid. Say that XQ≥0
is

finitely generated if there exists x1, . . . , xk ∈ XQ≥0
such that XQ≥0

= Q≥0x1 + · · ·+Q≥0xk
(in this case, one can assume that x1, . . . , xk ∈ X). Next, suppose

R =
⊕

λ∈Γ

Rλ

is a graded k-algebra, where Rλ is a k-vector space. Let Eff(R) denote the support of R,
namely the set

Eff(R) := {λ ∈ Γ | Rλ 6= 0}.

The notation is inspired from the geometric setting, where Eff(R) is the set of effective
classes of divisors, as in 4.1. We make the following assumptions:
• R is an integral domain.
• Frac(R) is finitely generated over k.
• R is integrally closed
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• For all λ ∈ Γ, the k-vector space Rλ has dimension ≤ 1.
We sometimes call the support Eff(R) the grading monoid of R. Indeed, when R is an
integral domain, one sees immediately that Eff(R) is a submonoid of Γ.

Lemma 4.2.1. Under the above assumptions, the following assertions are equivalent:
(i) R is a finitely generated k-algebra.
(ii) Eff(R) is a finitely generated monoid.
(iii) Eff(R)Q≥0

is a finitely generated Q≥0-monoid.

Proof. Assume first that R is finitely generated. Then we can write R = k[f1, . . . , fn] for
some homogeneous elements fi ∈ Rλi

(i = 1, . . . , n). Since R is an integral domain, one sees
immediately that Eff(R) = Z≥0λ1+ · · ·+Z≥0λN , which proves (ii). The implication (ii) ⇒
(iii) is obvious. Finally, assume that Eff(R)Q≥0

= Q≥0λ1 + · · ·+Q≥0λN for some elements
λ1, . . . , λN ∈ Γ. After changing λi to a positive multiple, we may assume λi ∈ Eff(R). By
definition, there exists a nonzero element fi ∈ Rλi

. Denote by X0 ⊂ Eff(R) the monoid
generated by λ1, . . . , λN and consider the subalgebra

R′ := k[f1, . . . , fN ].

If f ∈ Rλ is nonzero for some λ ∈ Γ, then by definition λ ∈ Eff(R) and hence by assumption
there exist integers d ≥ 1 and d1, . . . , dN ≥ 0 such that dλ = d1λ1 + · · · + dNλN . Set
f0 =

∏N
i=1 f

di
i . Clearly f0 lies in Rdλ. Since Rdλ is one-dimensional by assumption, we have

f d = af0 for some a ∈ k∗. From this, we deduce that the ring extension R′ ⊂ R is integral.
Write K ′ := Frac(R′) and K := Frac(R) for the fields of fractions. Since R is integral
over R′, it is clear that K is an algebraic extension of K ′. Furthermore, since K is finitely
generated over k, we deduce that K is a finite extension of K ′. Recall the following result:

Theorem 4.2.2 ([Bou09, §3, No2, Th. 2]). Let A be an integral domain which is a finitely
generated k-algebra. Write K = Frac(A) and let L/K be a finite field extension. Then, the
integral closure of A in L is a finitely generated k-algebra.

By assumption, R is integrally closed, so the integral closure of R′ in K coincides with
R. The above result then implies that R is a finitely generated k-algebra. This terminates
the proof.

4.3 Cox ring of G-zips

We return to the setting of section 3. Let (G, µ) be a cocharacter datum over Fp, and
write G-Zipµ for the attached stack of G-zips over k (where k is an algebraic closure of
Fp). Although the stack G-Zipµ is not a k-variety (let alone a projective one), we may
still define the Cox ring of G-Zipµ as follows. First, recall that the construction λ 7→ L(λ)
of section 2.6 induces a homomorphism X∗(L) → Pic(G-Zipµ) with finite cokernel (see
(2.6.1)). When Pic(G) = 0, this map is even surjective. We define the Cox ring of G-Zipµ

as the k-algebra
Cox(G-Zipµ) :=

⊕

λ∈X∗(L)

H0(G-Zipµ,L(λ)).

The ring Cox(G-Zipµ) is naturally a graded k-algebra, whose grading monoid is the set

Eff(G-Zipµ) := {λ ∈ X∗(L) | H0(G-Zipµ,L(λ)) 6= 0}.
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It can be interpreted geometrically as the set of classes of effective divisors (i.e. the set of
λ ∈ X∗(T ) such that L(λ) = O(D) for an effective divisor D on G-Zipµ). It is an additive
submonoid of X∗(L) containing 0. By Proposition 3.3.1, we have:

Eff(G-Zipµ) = {λ ∈ X∗(L) | λ is trivial on Lϕ and 〈λ, δα〉 ≥ 0 for all α ∈ ∆P}.

Next, we investigate the first properties of Cox(G-Zipµ). For λ ∈ X∗(L), recall that we
may identify an element f ∈ H0(G-Zipµ,L(λ)) with a regular map f : Gk → A1 satisfying
the relation (3.3.2). We obtain a natural injective ring homomorphism:

Cox(G-Zipµ) �
�

// k[G], (fλ)λ
✤

//

∑
λ∈X∗(L) fλ.

Hence, we may view the Cox ring of G-Zipµ as a subalgebra of k[G].

4.4 First properties

Fix a Borel pair (B, T ) as in section 2.2. We consider k[G] as a representation of T × T .
Recall that it decomposes as

k[G] =
⊕

(λ1,λ2)∈X∗(T )2

k[G]λ1,λ2

where k[G]λ1,λ2
is the set of regular maps f : Gk → A1 satisfying the relation f(t1gt

−1
2 ) =

λ1(t1)λ2(t2)f(g) for all t1, t2 ∈ T and g ∈ Gk. For a character λ ∈ X∗(T ), define Sλ as
follows:

Sλ = {f : Gk → A1 | f(tgϕ(t)−1) = λ(t)f(g), t ∈ T, g ∈ Gk}.

Lemma 4.4.1. For λ ∈ X∗(T ), the space Sλ is the direct sum of the weight spaces k[G]λ1,λ2

for pairs (λ1, λ2) satisfying λ1 + pσ−1(λ2) = λ.

Proof. It is immediate to check that Sλ is stable by the action of T ×T on k[G] (essentially
because T is commutative). Therefore, it decomposes as a sum of weight spaces k[G]λ1,λ2

.
The condition clearly implies that λ1 + pσ−1(λ2) = λ.

Moreover, we have the decomposition k[G] =
⊕

λ∈X∗(T ) Sλ. We define a subalgebra
S ⊂ k[G] as follows. Let Ru(E

′) denote the unipotent radical of the group E ′ (see (3.3.3)).
It coincides with the set of (x, y) ∈ E ′ such that x ∈ Ru(B). We define S as the subring of
function Gk → A1 that are invariant by Ru(E

′), in other words:

S := {f : Gk → A1 | f(xgy−1) = f(g), (x, y) ∈ Ru(E
′), g ∈ Gk}. (4.4.1)

Note that S is naturally endowed with an action of T . Indeed, if f ∈ S and t ∈ T , the
function t ·f defined by (t ·f)(g) := f(tgϕ(t)−1) lies again in S, because (t, ϕ(t)) (for t ∈ T )
normalizes Ru(E

′). Hence, we can decompose S as follows:

S =
⊕

λ∈X∗(T )

Sλ

where Sλ ⊂ Sλ is the subspace defined by

Sλ := {f : Gk → A1 | f(xgy−1) = λ(x)f(g), (x, y) ∈ E ′, g ∈ Gk}. (4.4.2)
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In the above definition of Sλ, we view λ as a character of E ′ using the identification
X∗(E ′) = X∗(B) = X∗(T ) given by the first projection pr1 : E

′ → B. When λ ∈ X∗(L),
Corollary 3.3.5 shows that Sλ = H0(G-Zipµ,L(λ)). Therefore, we may write

Cox(G-Zipµ) =
⊕

λ∈X∗(L)

Sλ.

In particular, Cox(G-Zipµ) is a subring of S. In section 5, we will focus our attention to
the larger ring S, which we will identify as the ring of (vector-valued) automorphic forms
on G-Zipµ. Since Cox(G-Zipµ) identifies with a subring of k[G], it is an integral domain.
Let K be the fraction field of Cox(G-Zipµ). By the inclusion into k[G], we may view K as
a subfield of k(G).

Lemma 4.4.2. One has Cox(G-Zipµ) = k[G] ∩K.

Proof. Since any f ∈ Cox(G-Zipµ) is invariant under the group Ru(E
′), it is clear that any

function f ∈ K is also invariant under this group. Therefore, any function f ∈ k[G]∩K is
regular on Gk and Ru(E

′)-invariant on some open subset. By density, it is Ru(E
′)-invariant

everywhere, so we deduce f ∈ S. Therefore, k[G] ∩K ⊂ S. Moreover, since Cox(G-Zipµ)
is a sum of weight spaces of S, it is clear that T acts on Cox(G-Zipµ), and hence also
on K. Therefore, we can decompose k[G] ∩ K as a sum of Sλ for certain characters
λ ∈ X∗(T ). But if f ∈ Sλ can be written as f = h1

h2
for h1, h2 ∈ Cox(G-Zipµ), then by

decomposing h1, h2 into homogeneous elements we see that λ must lie in X∗(L). Thus
k[G] ∩K = Cox(G-Zipµ).

We deduce the following:

Proposition 4.4.3.

(1) Cox(G-Zipµ) is integrally closed.
(2) The group of units of the ring Cox(G-Zipµ) identifies with k[G]× (the group of nowhere

vanishing regular functions on G).

Proof. Let f ∈ K and suppose that f is integral over Cox(G-Zipµ). Since G is smooth,
it is normal and thus k[G] is integrally closed. We deduce that f ∈ k[G] ∩K, and hence
f ∈ Cox(G-Zipµ) by Lemma 4.4.2. Finally, it is clear that any unit of Cox(G-Zipµ) lies
in k[G]×. Conversely, any element of k[G]× can be written as f = aλ for a ∈ k∗ and
λ ∈ X∗(G). In particular, f ∈ Sλ and the result follows.

Finally, we determine the transcendence degree of K over k. We may define similarly
the Cox ring of the open substack Uµ ⊂ G-Zipµ as follows:

Cox(Uµ) :=
⊕

λ∈X∗(L)

H0(Uµ,L(λ)).

Clearly Cox(G-Zipµ) ⊂ Cox(Uµ). Furthermore, we claim that these two rings share the
same field of fractions. Indeed, if f ∈ H0(Uµ,L(λ)), we can multiply f with a large power
of a µ-ordinary Hasse invariant to remove the poles along the codimension one strata Zα

for α ∈ ∆P . This proves the claim.
For each λ ∈ X∗(L), the space H0(Uµ,L(λ)) is one-dimensional if λ is trivial on the

subgroup Lϕ, and is zero otherwise (see (3.4.3)). Let Nµ denote the order of the finite
group scheme Lϕ, so that Nµλ vanishes on Lϕ for any λ ∈ X∗(L). Hence, the subring
of Cox(Uµ) defined as the direct sum of H0(Uµ,L(λ)) for λ ∈ NµX

∗(L) is isomorphic to
k[X∗(L)]. Furthermore, the ring extension k[X∗(L)] ⊂ Cox(Uµ) is integral. In particular,
the field of fractions of Cox(Uµ) is a finite extension of that of k[X∗(L)]. We deduce the
following:
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Proposition 4.4.4. The transcendence degree of K over k is rankZ(X
∗(L)).

4.5 Main result

We now state and prove the main result of this section. We first note that Cox(G-Zipµ)
satisfies the four assumptions stated before Lemma 4.2.1. Indeed, it is an integrally closed
integral domain by Proposition 4.4.3. Since its field of fractions K is contained in k(G), it
is finitely generated over k. Finally, the space H0(G-Zipµ,L(λ)) has dimension ≤ 1 for all
λ ∈ X∗(L) by Proposition 3.2.1. Hence, we may apply Lemma 4.2.1 in proving our main
theorem below.

Theorem 4.5.1. The ring Cox(G-Zipµ) is a finitely generated k-algebra.

Proof. By Lemma 4.2.1, it suffices to show that Eff(G-Zipµ)Q≥0
is finitely generated as a

Q≥0-monoid. By Proposition 3.3.1, the set Eff(G-Zipµ) coincides with the set of λ ∈ X∗(L)
such that λ is trivial on Lϕ and 〈λ, δα〉 ≥ 0 for all α ∈ ∆P . Since Lϕ is a finite group, we
see immediately that:

Eff(G-Zipµ)Q≥0
= {λ ∈ X∗(L)Q | 〈λ, δα〉 ≥ 0, for all α ∈ ∆P}.

Hence, Eff(G-Zipµ)Q≥0
is defined by finitely many inequalities of the form ℓi(λ) ≥ 0 given

by linear forms ℓi : X∗(L)Q → Q. Thus Eff(G-Zipµ)Q≥0
is a polyhedral cone of X∗(L)Q,

and in particular is finitely generated. This finishes the proof.

Applying the usual terminology of projective geometry to this more general setting, we
may say that the stack of G-zips is a Mori dream space, in view of Theorem 4.1.1. Finally,
we investigate the simpler case when G has a trivial Picard group. Assume that Pic(G) = 0.
In this case, for each α ∈ ∆P , there exists a map fα : G → A1 such that div(fα) = Zα.
Recall the following lemma:

Lemma 4.5.2 ([IK21b, Lemma 5.1.2]). Let H be a connected smooth algebraic k-group and
X a G-variety. Let f : X → A1 be a regular map such that all components of div(f) are
stable by H. Then there exists a character λ ∈ X∗(H) such that

f(h · x) = λ(h)f(x)

for all h ∈ H and x ∈ X. In particular, f identifies with a section of L(λ) over the quotient
stack [H\X ].

We deduce from this lemma that there exists λα ∈ X∗(L) such that fα is a section
of L(λα) over G-Zipµ. Since fα only vanishes along Zα, Lemma 3.4.2 implies that the
character λα ∈ X∗(L) must satisfy the relations

〈λα, δβ〉 = 0 for all β ∈ ∆P \ {α}.

Recall by Proposition 3.3.3 that the linear forms λ 7→ 〈λ, δα〉 for α ∈ ∆P form a basis of the
dual vector space of (X∗(L)/X∗(G))⊗ZQ. The above relations show that (up to rescaling),
the system {λα}α∈∆P (viewed as a subset of (X∗(L)/X∗(G))⊗ZQ) is the dual basis of these
linear forms. Write k[X∗(G)] for the subalgebra of k[G] generated by characters Gk → Gm.

Proposition 4.5.3. Assume that Pic(G) = 0. The elements (fα)α∈∆P are algebraically
independent over k[X∗(G)] and we have

Cox(G-Zipµ) = k[X∗(G)][{fα}α∈∆P ] (4.5.1)

In particular, Cox(G-Zipµ) is a polynomial algebra over k[X∗(G)].
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Proof. Let f ∈ H0(G-Zipµ,L(λ)) for λ ∈ X∗(L). We view f as a regular map f ∈ k[G].
By E-equivariance, the divisor div(f) can be written

div(f) =
∑

α∈∆P

mαZα

for some integers mα ≥ 0. We deduce that there exists a nowhere vanishing function
f0 ∈ k[G]× such that

f = f0
∏

α∈∆P

fmα

α .

Furthermore f0 = aλ for some a ∈ k∗ and χ ∈ X∗(G). This shows that (4.5.1) holds.
Finally, by Proposition 4.4.4, the transcendence degree of Cox(G-Zipµ) is the rank of the
Z-module X∗(L), which is also rankZ(X

∗(G)) + |∆P |. This shows that (fα)α∈∆P are alge-
braically independent over k[X∗(G)].

Corollary 4.5.4. Assume that G is semisimple and that Pic(G) is trivial. In this case,
Cox(G-Zipµ) is a polynomial algebra over k of dimension rankZ(X

∗(L)).

Proof. Since G is semisimple, we have X∗(G) = 0.

5 The ring of automorphic forms

In this section, we give a geometric interpretation to the larger subring S ⊂ k[G] introduced
in (4.4.1). We identify it as the Cox ring of the stack of G-zip flags.

5.1 The stack of G-zip flags

The stack of G-zip flags was first introduced in [GK19a] as a group-theoretical analogue
of the flag space considered by Ekedahl–van de Geer in [EvdG09]. It was used in the
construction of generalized Hasse invariants on Ekedahl–Oort strata in [GK19a]. It can be
defined as the quotient stack

G-ZipFlagµ = [E\ (Gk × P/B)]

where E acts on Gk×P/B by the rule (x, y) · (g, hB) = (xgy−1, xhB) for all (x, y) ∈ E, g ∈
Gk, h ∈ P . The first projection Gk × P/B → G induces a natural map π : G-ZipFlagµ →
G-Zipµ whose fibers are isomorphic to P/B. Furthermore, the inclusion Gk ⊂ Gk × P/B,
g 7→ (g, 1) yields an isomorphism of stacks

G-ZipFlagµ ≃ [E ′\Gk] (5.1.1)

where E ′ denotes again the subgroup E ′ := E∩(B×G) (which already appeared in (3.3.3)).
Via the isomorphism (5.1.1), the map π identifies with the natural projection [E ′\Gk] →
[E\Gk]. Let λ ∈ X∗(T ) be a character. We identify the groups X∗(E ′) = X∗(B) = X∗(T )
via the first projection pr1 : E

′ → B. We may apply the construction explained in section
2.5 to attach to λ a line bundle Vflag(λ) on G-ZipFlagµ. By [IK21b, Proposition 3.2.1], one
has

π∗(Vflag(λ)) = VI(λ)

where VI(λ) is the vector bundle on G-Zipµ attached to the algebraic P -representation

VI(λ) := indP
B(λ)
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induced by λ. Concretely, VI(λ) is the space of regular maps f : P → A1 satisfying f(xb) =
λ(b)−1f(x) for all b ∈ B, x ∈ P . When λ ∈ X∗(L), the line bundle Vflag(λ) coincides
by construction with the pullback π∗(L(λ)). Using (3.3.1) and the formula π∗(Vflag(λ)) =
VI(λ), the space of global section of Vflag(λ) identifies with

H0(G-ZipFlagµ,Vflag(λ)) = H0(G-Zipµ,VI(λ)) = Sλ

where Sλ was defined in (4.4.2). Using the notation introduced in the previous papers
[Kos19] and [IK21a], we write

Rzip :=
⊕

λ∈X∗(T )

H0(G-Zipµ,VI(λ)) =
⊕

λ∈X∗(T )

H0(G-ZipFlagµ,Vflag(λ)). (5.1.2)

In loc. cit., this ring was called the ring of automorphic forms on G-Zipµ. This terminology
stems from the realm of Shimura varieties (for more details, see section 5.2 below).

Definition 5.1.1. We define the Cox ring of G-ZipFlagµ as the ring Rzip.

By the above discussion, Rzip coincides with the ring S defined in (4.4.1). In particular,
we may view Rzip as a subring of k[G]. It contains the Cox ring of G-Zipµ as a subring.

Proposition 5.1.2.

(1) We have Rzip = k[G] ∩Kzip.
(2) Rzip is integrally closed.
(3) The group of units of Rzip coincides with k[G]×.

Proof. To prove (1), recall that S = Rzip is the ring of functions Gk → A1 that are invariant
under the group Ru(E

′). Hence Kzip is the field of Ru(E
′)-invariant functions defined on

an open subset of Gk. Hence, if f ∈ Rzip ∩ K, f is Ru(E
′)-invariant on an open subset,

and hence everywhere by density. This shows that Rzip coincides with k[G]∩K. The proof
of (2) is completely analogous to that of Proposition 4.4.3. Finally, since Rzip is a subring
of k[G], we have R×

zip ⊂ k[G]×. Conversely, we showed that k[G]× is the group of units of
Cox(G-Zipµ), which is a subring of Rzip. Hence R×

zip = k[G]×.

Finally, we determine the field of fractions of Rzip, that we denote by Kzip := Frac(Rzip).
For this, we need to recall the flag stratification of G-ZipFlagµ. First, one sees immediately
that E ′ ⊂ B × zB, where z = σ(w0,I)w0. Therefore, there is a natural projection map

ψ : G-ZipFlagµ → [B\Gk/
zB] .

The stack [B\Gk/
zB] is a finite stack whose points correspond to the B × zB-orbits in Gk

(called the Bruhat strata). They correspond bijectively to the elements of W via the map
w 7→ Fw := BwBz−1. The unique open stratum is Fw0

= Bw0Bz
−1. For w ∈ W , write

Fw := [E ′\Fw] for the corresponding locally closed substack of G-ZipFlagµ = [E ′\Gk]. This
defines a stratification of G-ZipFlagµ called the flag stratification. We also write Umax for
the unique open stratum. The codimension one strata are {Fw0sα}α∈∆. By [IK21b], there
exists for each α ∈ ∆ a section Haα ∈ H0(G-ZipFlagµ,Vflag(haα)) for a certain character
haα ∈ X∗(T ), such that the vanishing locus of Haα is the Zariski closure of Fw0sα.

We define the Cox ring of Umax as follows:

Rmax :=
⊕

λ∈X∗(T )

H0(Umax,Vflag(λ)).

In view of (5.1.2), Rzip is contained in Rmax. Furthermore, if f ∈ H0(Umax,Vflag(λ)), then
we can multiply f by large powers of the partial Hasse invariants Haα to obtain an element
of Rzip. This proves that Rzip and Rmax have the same field of fractions.
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Lemma 5.1.3. Rmax identifies with k[B ∩M ].

Proof. By [IK, Lemma 4.2.1 (2)], there is an isomorphism Umax ≃ [T\(B∩M)] where T acts
on B∩M by t·b = ϕ(t)b(σ(w0,I)t

−1σ(w0,I)). This implies that Rmax can be identified with a
subring of k[B∩M ]. Furthermore, since the torus T acts on k[B∩M ], this ring decomposes
as a direct sum of weight spaces k[B ∩M ]λ. By the isomorphism Umax ≃ [T\(B ∩M)], the
weight space k[B ∩M ]λ is simply H0(Umax,Vflag(λ)). This proves the result.

We deduce the following:

Proposition 5.1.4. The field Kzip identifies with k(B ∩M).

5.2 Ring of automorphic forms on Shimura varieties

Let SK be the mod p special fiber of a Hodge-type Shimura variety with good reduction,
as in section 2.4. Let ζ : SK → G-Zipµ be the smooth, surjective morphism explained
in (2.4.1). The vector bundle ζ∗VI(λ) (denoted again by VI(λ)) is called an automorphic
vector bundle on SK . The space H0(SK ,VI(λ)) is called the space of mod p automorphic
forms of weight λ and level K. There exists also a flag space Flag(SK) attached to SK ,
defined in [GK19a]. On the special fiber, it can be viewed as the fiber product

Flag(SK)
ζflag

//

πK

��

G-ZipFlagµ

π

��

SK ζ
// G-Zipµ .

For each λ ∈ X∗(T ), we write again Vflag(λ) for the line bundle on Flag(SK) given by
pullback via ζflag. Since ζ is smooth, the formula

πK,∗(Vflag(λ)) = VI(λ)

also holds on the level of SK . In particular, we have an identification

H0(SK ,VI(λ)) = H0(Flag(SK),Vflag(λ)). (5.2.1)

Similarly to Definition 5.1.1, we may define a k-algebra RK attached to SK by

RK :=
⊕

λ∈X∗(T )

H0(SK ,VI(λ)).

Again, via the identification (5.2.1), we may interpret RK as the "automorphic Cox ring"
of the scheme Flag(SK) (i.e. the subring of the Cox ring of Flag(SK) given by the family
of line bundles {Vflag(λ)}λ∈X∗(T )). By pullback via ζ , we obtain a natural injective map
ζ∗ : Rzip → RK of graded k-algebras.

5.3 Conjectures

The following conjecture was first proposed in [Kos19, Conjecture 5.1.4].

Conjecture 5.3.1. The ring Rzip is a finitely generated k-algebra. In other words, the
stack G-ZipFlagµ is a Mori dream space.
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We verify by hand a few cases of this conjecture in section 5.8. For a Shimura variety
SK , we do not expect the ring RK to be finitely generated over k. We next present another
conjecture relating the rings Rzip and RK . Roughly speaking, it states that the graded
algebras Rzip and RK share the same support (up to multiple). We denote the support of
Rzip and RK as follows:

Czip := {λ ∈ X∗(T ) | H0(G-Zipµ,VI(λ)) 6= 0}

CK := {λ ∈ X∗(T ) | H0(SK ,VI(λ)) 6= 0}.

Using the terminology of previous articles, we call Czip the zip cone of (G, µ). It is an
additive submonoid of X∗(T ). We have inclusions

Czip ⊂ CK ⊂ X∗
+,I(T )

whereX∗
+,I(T ) denotes the set of I-dominant characters. Since Rzip ⊂ RK , the first inclusion

is obvious. Moreover, when λ is not I-dominant, the induced representation VI(λ) =
indP

B(λ) is zero, and hence so is the vector bundle VI(λ). This shows the second inclusion.
W. Goldring and the author conjectured in [GK18, Conjecture 2.1.6] the following link
between the stack of G-zips and the Shimura variety SK :

Conjecture 5.3.2. We have Czip,Q≥0
= CK,Q≥0

.

Concretely, this conjecture says that if f ∈ H0(SK ,VI(λ)) is a nonzero automorphic
form of weight λ, then there exists a nonzero automorphic form fzip on G-Zipµ of weight
mλ for some m ≥ 1. We list all known cases in the theorem below.

Theorem 5.3.3. Conjecture 5.3.2 holds true in all cases below.
(1) SK is a Hilbert–Blumenthal variety.
(2) SK is a Picard surface at a split prime.
(3) SK is a Siegel threefold.
(4) SK is a Siegel-type Shimura variety of rank 3 and p ≥ 5.
(5) SK is a unitary Shimura varieties of signature (r, s) with r + s ≤ 4. In the case

(r, s) = (2, 2), assume that p is split.
(6) SK is a Shimura variety of type A1.

In case (6), we say that a Shimura variety of type A1 if Gad
k is a product of copies

of PGL2,k ([Kos, §2.5]). In particular, case (6) is a generalization of the case of Hilbert–
Blumenthal Shimura varieties (case (1)). W. Goldring and the author proved cases (1), (2)
and (3) in [GK18, Theorem 4.2.3, Theorem 5.1.1] and cases (4), (5) in [GK22a, Theorems
3.4.4, 4.2.7, 4.2.8, 4.3.7]. Finally, case (6) was carried out by the author in [Kos, Theorem
5.12.1].

5.4 Griffiths–Schmid conditions

The Griffiths–Schmid cone CGS frequently appears in the theory of automorphic forms
(especially in characteristic zero). It is defined as follows:

CGS =

{
λ ∈ X∗(T )

∣∣∣∣
〈λ, α∨〉 ≥ 0 for α ∈ I,
〈λ, α∨〉 ≤ 0 for α ∈ Φ+ \ Φ+

L

}
.

Note that λ lies in CGS if and only if w0w0,Iλ is dominant. W. Goldring and the author
proved in [GK22b, Theorem 2.6.4] that the weight of any nonzero classical automorphic
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form in characteristic zero always lies in CGS (this result was already known to experts,
but was not explicitly stated in the literature. We provided a novel, purely characteristic
p method). Conversely, if λ ∈ CGS, then it seems to be known to experts that there exists
a nonzero automorphic form in characteristic zero of weight mλ, for some m > 0.

This cone also plays a role in the theory of G-zips. First, it was proved in [IK, Theorem
6.4.3] that the inclusion CGS,Q≥0

⊂ Czip,Q≥0
holds for any cocharacter datum (G, µ). For

simplicity, assume now that P is defined over Fp. In this case, one has Lϕ = L(Fp) (see
section 3.2). One has the following result:

Proposition 5.4.1 ([Kos19, Proposition 3.7.5]). Assume that λ ∈ CGS.
(1) There are identifications H0(G-Zipµ,VI(λ)) = H0(Uµ,VI(λ)) = VI(λ)

L(Fp).
(2) Any section f ∈ H0(Uµ,VI(λ)) extends uniquely to G-Zipµ.

Let λ ∈ CGS be a character. Since χ := w0w0,Iλ is dominant, we may consider the
G-representation V∆(w0w0,Iλ). There is a map of L-representations:

Π: V∆(w0w0,Iλ)|L → VI(λ)

defined in [IK21b, §6.3]. We recall its definition. Let f ∈ V∆(χ), viewed as a function
f : Gk → A1 satisfying f(xb) = χ−1(b)f(x) for all x ∈ Gk and b ∈ B. Then Π(f) is the
function L → A1 mapping x ∈ L to f(xw0,Iw0). One sees immediately that Π(f) lies
in VI(λ) and that the map Π is L-equivariant. Note that the map Π is not completely
canonical, since it depends on the choice of representatives w0, w0,I made in section 2.2.
We have the following result:

Proposition 5.4.2 ([IK21b, Proposition 6.3.1]). The map Π induces an isomorphism of
L-representations

V∆(w0w0,Iλ)
Ru(P ) → VI(λ).

In particular, V∆(w0w0,Iλ)|L decomposes as V∆(w0w0,Iλ)|L = VI(λ)⊕Ker(Π).

This implies also that Π is surjective. Recall the definition of CoxI(G), Cox∆(G) from
(4.1.1). Taking direct sums, the map Π induces a homomorphism of k-algebras:

Π: Cox∆(G) =
⊕

λ∈X∗(T )

V∆(w0w0,Iλ) −→ CoxI(G) =
⊕

λ∈X∗(T )

VI(λ) (5.4.1)

Note that this ring homomorphism does not preserve the grading as it sends the w0w0,Iλ-
graded piece into the λ-graded piece. Furthermore, the morphism Π in (5.4.1) is no longer
surjective, because only characters λ such that w0w0,Iλ is dominant appear in the image.
In other words, the image of the ring homomorphism Π is precisely the subalgebra

CoxGSI (G) :=
⊕

λ∈CGS

VI(λ).

In particular, since Cox∆(G) is finitely generated, we deduce the following:

Corollary 5.4.3. The k-algebra CoxGSI (G) is finitely generated.

Now, we return to the ring of automorphic forms Rzip. Given the above discussion, it is
natural to investigate the subalgebra RGS ⊂ Rzip defined as follows:

RGS :=
⊕

λ∈CGS

H0(G-Zipµ,VI(λ)).

23



We continue to assume that P is defined over Fp. By Proposition 5.4.1, for all λ ∈ CGS we
have H0(G-Zipµ,VI(λ)) = VI(λ)

L(Fp). Hence, we obtain

RGS =
⊕

λ∈CGS

VI(λ)
L(Fp) =

(
⊕

λ∈CGS

VI(λ)

)L(Fp)

= (CoxGSI (G))L(Fp).

Since CoxGSI (G) is finitely generated and L(Fp) is finite, we deduce by Emmy Noether’s
theorem ([Noe26]) the following partial result:

Proposition 5.4.4. The subalgebra RGS is finitely generated.

More generally, let Γ ⊂ Czip be a subcone. Then we may define a subalgebra

RΓ :=
⊕

λ∈Γ

H0(G-Zipµ,VI(λ)).

When Γ ⊂ Czip and ΓR≥0
has a nonempty interior in Czip,R≥0

, then RΓ has the same field
of fractions as Rzip. Indeed, fix any section h0 ∈ H0(G-Zipµ,VI(λ0)) for λ0 in the interior
of ΓR≥0

. If f ∈ H0(G-Zipµ,VI(λ)) is any section, then fhm0 , lies in RΓ for large m. This
implies the claim. In particular, RGS and Rzip have the same field of fractions.

5.5 Direct products over Fp

We consider two cocharacter data (G1, µ1) and (G2, µ2) (see section 2.1) and define G =
G1×G2 (product taken over Fp), endowed with the cocharacter µ = (µ1, µ2). Choose Borel
pairs (Bi, Ti) for Gi (i ∈ {1, 2}) as in section 2.2 and define B := B1×B2, T := T1×T2. Let
R

(1)
zip and R

(2)
zip denote the ring of automorphic forms of (G1, µ1) and (G2, µ2) respectively,

and write Rzip for the ring of (G, µ). Similarly, let also C
(1)
zip , C(2)

zip and Czip denote the
associated zip cones. As explained in section 5.1, we may identify Rzip with a subring of
k[G] = k[G1]⊗k k[G2]. Furthermore, we have X∗(T ) = X∗(T1)×X∗(T2).

Proposition 5.5.1. Via this identification, one has

Rzip = R
(1)
zip ⊗k R

(2)
zip ,

Czip = C
(1)
zip × C

(2)
zip .

5.6 Quotient by a central subgroup

Let (G, µ) be a cocharacter datum, and let Zµ = (G,P,Q, L,M) be the associated zip
datum. Choose a Borel pair (B, T ) as in section 2.2 and fix a subgroup Z ⊂ T contained in
the center of G and defined over Fp. Let G′ := G/Z and define µ′ := π◦µ where π : G→ G′

is the natural projection map. Recall that the formation of the stack of G-zips is functorial
in the pair (G, µ) ([GK19b]), in the following sense: Let (G1, µ1), (G2, µ2) be cocharacter
data and f : G1 → G2 a group homomorphism defined over Fp such that µ2 = f ◦ µ1 over
k. Let ̟i : Gi → Gi-Zip

µi (for i = 1, 2) be the natural quotient map. Then f induces a
natural morphism of stacks

f̃ : G1-Zip
µ1 → G2-Zip

µ2

such that the natural diagram commutes, i.e. one has f̃ ◦ ̟1 = ̟2 ◦ f . From this, we
obtain a natural morphism of stacks π̃ : G-Zipµ → G′-Zipµ

′

. Since Z is a central subgroup,
one sees easily that π̃ is a homeomorphism on the underlying topological spaces. Define
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T ′ := T/Z and B′ := B/Z. For λ′ ∈ X∗(T ′), write again λ′ for the character λ′◦π ∈ X∗(T ).
In this way, view X∗(T ′) as a subgroup of X∗(T ). We have a natural pullback map

π∗ : H0(G′-Zipµ
′

,VI(λ
′)) → H0(G-Zipµ,VI(λ

′))

that is clearly injective. Furthermore, since Z is a central subgroup, it acts naturally on the
space H0(G-Zipµ,VI(λ)) for any λ ∈ X∗(T ). Indeed, let f ∈ H0(G-Zipµ,VI(λ)), viewed
as a regular map f : Gk → A1, satisfying f(xgy−1) = λ(x)f(g) for all (x, y) ∈ E ′, g ∈ Gk.
For z ∈ Z, define the function z · f : Gk → A1 by g 7→ f(gz). One sees immediately that it
lies again in H0(G-Zipµ,VI(λ)). Write H0(G-Zipµ,VI(λ

′))Z for the subspace of Z-invariant
elements.

Lemma 5.6.1.

(1) Assume that H0(G-Zipµ,VI(λ))
Z is nonzero. Then λ is trivial on Z, hence lies in the

subgroup X∗(T ′) ⊂ X∗(T ).
(2) If λ′ ∈ X∗(T ′), the map π∗ induces an identification

H0(G′-Zip
µ′

,VI(λ
′)) = H0(G-Zipµ,VI(λ

′))Z .

Proof. Let f : Gk → A1 be a nonzero, Z-equivariant function satisfying f(xgy−1) = λ(x)f(g)
for all (x, y) ∈ E ′, g ∈ Gk. Since Z is defined over Fp, we have f(zgϕ(z)−1) = f(zϕ(z)−1g) =
f(g) = λ(z)f(g) for all z ∈ Z and g ∈ Gk. Hence λ is trivial on Z, which proves (1). The
second assertion is immediate.

Write Rzip and R′
zip for the rings of (G, µ) and (G′, µ′) respectively. Assertions (1) and

(2) above have the following consequence.

Corollary 5.6.2. Pullback by π induces an identification R′
zip = RZ

zip.

Write ZG for the center of G. The connected component Z◦
G is a subtorus. Recall that

the character group of ZG identifies with X∗(T )/ZΦ, where ZΦ is the subgroup generated
by Φ. In particular, the map X∗(G) → X∗(ZG) has finite cokernel. Similarly, the inclusion
Z ⊂ ZG induces a map X∗(ZG) → X∗(Z) which has finite cokernel. This implies that there
exists N ≥ 1 such that for any λ ∈ X∗(T ), there exists a character χ ∈ X∗(G) satisfying
(Nλ)|Z = χ|Z . Using this, we prove the following:

Proposition 5.6.3.

(1) The ring extension R′
zip [X

∗(G)] ⊂ Rzip is integral.
(2) Rzip is a finitely generated k-algebra if and only if R′

zip is a finitely generated k-algebra.

Proof. Let f ∈ H0(G-Zipµ,VI(λ)), viewed as a regular map f : Gk → A1 satisfying
f(xgy−1) = λ(x)f(g) for all (x, y) ∈ E ′, g ∈ Gk. By the above discussion, there exists
N ≥ 1 such that (Nλ)|Z = χ|Z for some χ ∈ X∗(G). Consider the function

h : Gk → A1, g 7→ χ(g)−1f(g)N .

It is clear that h is a nonzero element of H0(G-Zipµ,VI(Nλ− χ)). Since Nλ− χ is trivial
on Z, we deduce from Corollary 5.6.2 that h ∈ R′

zip. In particular, fN lies in the subring
R′

zip [X
∗(G)], which proves (1). Now, assume that Rzip is a finitely generated k-algebra.

Since Z is reductive (not necessarily connected), we deduce that the invariant algebra
R′

zip = RZ
zip is finitely generated by Nagata’s theorem. Conversely, assume that R′

zip is
finitely generated. By (1), Rzip is a integral extension of a finitely generated k-algebra.
Since Rzip is integrally closed, we deduce by a similar argument as in the proof of Lemma
4.2.1 that Rzip is finitely generated. This terminates the proof.
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5.7 General results

We note that Conjecture 5.3.1 admits the following weaker variants. In increasing order of
difficulty, we conjecture the following statements:

(A) Czip,Q≥0
is a finitely generated Q≥0-monoid.

(B) Czip is a finitely generated monoid.
(C) Rzip is a finitely generated k-algebra.

It is clear that (C) implies (B), and (B) implies (A). Furthermore, Proposition 5.5.1 implies
that if any of the statements (A), (B), (C) holds for two cocharacter data (G1, µ1) and
(G2, µ2), then it also holds for the product (over Fp). We first state known results about
property (A). Recall the following definition:

Definition 5.7.1. Let (G, µ) be a cocharacter datum and let Zµ = (G,P,Q, L,M) be the
attached zip datum. We say that (G, µ) is of Hasse-type if L is defined over Fp and σ acts
on I by −w0,I .

Example 5.7.2. The following cases are of Hasse-type
• G is an odd orthogonal group and µ is minuscule.
• G = GL3,Fp

and L a Levi subgroup of type (2, 1) or (1, 2).
• G = GSp4,Fp

and µ is minuscule.

A complete classification of Hasse-type cocharacter data is carried out in the appendix
(by W. Goldring) of the article [IK] of N. Imai and the author. By [IK, Theorem 4.3.1],
the condition of being of Hasse-type is equivalent to the equality CpHa,Q≥0

= Czip,Q≥0
, where

CpHa is the cone of partial Hasse invariants, defined as the image of X∗
+(T ) by the linear

map
h : X∗(T ) → X∗(T ), λ 7→ λ− pw0,I(σ

−1λ).

The cone CpHa can be interpreted as the cone spanned by the weights of partial Hasse
invariants (loc. cit., §3.6). It is clear that CpHa,Q≥0

is always finitely generated, so we
deduce that if (G, µ) is a cocharacter datum of Hasse-type, then (A) holds true. We record
in the proposition below other known cases:

Proposition 5.7.3. Statement (A) holds true in each of the cases below:
(1) (G, µ) is of Hasse-type.
(2) (G, µ) corresponds to any of the cases (1) through (6) of Theorem 5.3.3 (without re-

striction on p in case (4)).

Next, we move on to properties (B) and (C), which are much stronger than (A). Before
we discuss known cases, we point out that these properties hold in the following trivial
cases:

Proposition 5.7.4. If P = B or P = G, then property (C) holds true.

Proof. In case P = B, the stack G-ZipFlagµ coincides with G-Zipµ, and the ring Rzip is
simply the ring Cox(G-Zipµ), which is finitely generated by Theorem 4.5.1. Next, assume
that P = G. In this case, we have CGS = X∗

+,I(T ), hence Czip ⊂ CGS and hence Rzip = RGS,
which is finitely generated by Proposition 5.4.4.

Apart from these trivial cases, property (C) has only been checked in the following
situation: Let G be the symplectic group Sp4 given by the alternating matrix

Ψ :=

(
−J

J

)
where J :=

(
1

1

)
.

Let µ be the cocharacter z 7→ diag(z, z, z−1, z−1). We showed the following:
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Proposition 5.7.5 ([Kos19, Theorem 5.4.1]). In this case, Rzip is a polynomial algebra in
three variables.

By Proposition 5.6.3, property (C) also holds for the group GSp4,Fp
, which corresponds

to the case of Siegel-type Shimura varieties of rank 2.

5.8 Unitary groups of rank 3

We prove Conjecture 5.3.1 in the case of unitary groups in three variables.

5.8.1 Unitary groups and unitary Shimura varieties

We first give some general notation about unitary groups. Let E/Q be a totally imaginary
quadratic extension, and fix a hermitian space (V, ψ) of dimension 3 over E. We assume
for simplicity that there exists a basis B in which ψ is given by the following matrix:




1
1

1


 . (5.8.1)

Let G = GU(V, ψ) be the general unitary group of (V, ψ). Let (r, s) denote the signature
of ψR, where r, s are nonnegative integers such that r+ s = 3 (the most interesting case for
us is when (r, s) = (2, 1) or (1, 2) and corresponds to Shimura varieties of dimension two
called Picard surfaces). Fix a prime p that is unramified in E and let Λ ⊂ V⊗Q Qp be the
OE⊗ZZp-lattice generated by the elements of B. The Zp-group scheme G := GU(Λ, ψ) gives
a reductive Zp-model of GQp

. Write Kp = G(Zp) for the associated hyperspecial subgroup
of G(Qp).

Let Kp ⊂ G(Ap
f ) be a sufficiently small open compact subgroup and K := KpK

p.
Kottwitz has constructed in [Kot92] a PEL-type Shimura variety SK over OEv

which is
a smooth, canonical model of the Shimura variety ShK(G,X). Write SK = SK ⊗OEv

k
for its special fiber and G := G ⊗Zp

Fp. Recall that there is a smooth surjective map
ζ : SK → G-Zipµ, where µ is naturally attached to the Shimura datum. The group G
depends on the ramification of p:

(1) If p is split in E, then G is isomorphic to GL3,Fp
×Gm,Fp

. For simplicity, we will treat
the case of G = GL3,Fp

.

(2) If p is inert in E, then G is a general unitary group GU(3) over Fp. For simplicity, we
will consider the usual unitary group G = U(3).

We prove Conjecture 5.3.1 for the group G in the two cases explained above. We will see
that in case (1), Conjecture 5.3.1 can be reduced to the same statement for the symplectic
group G′ = Sp4,Fp

, which is already known by Proposition 5.7.5. Case (2) will require more
work.

5.8.2 The split case

We first recall below how the stack of GLn-zips (for a cocharacter of type (n − 1, 1)) is
related to the stack of G′-zip for the symplectic group G′ = Sp2(n−1),Fp

. For the time being,
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we let n ≥ 2 be any integer. We specialize to the case n = 3 later. Put G = GLn,Fp
and

consider the cocharacter

µ : Gm,k → GLn,k, z 7→




z
. . .

z
1


 . (5.8.2)

Write Zµ = (G,P,Q, L,M) for the attached zip datum (since P is defined over Fp, note
that L =M in this case). Denote by (u1, . . . , un) the canonical basis of kn. The parabolic P
is the stabilizer of the line kun and Q is the stabilizer of Spank(u1, . . . , un−1). Let (B, T ) be
the Borel pair consisting of the lower-triangular Borel subgroup B and the diagonal torus
T . The Levi subgroup L = P ∩Q is defined over Fp and is isomorphic to GLn−1,Fp

×Gm,Fp
.

We make the identification X∗(T ) = Zn such that (a1, . . . , an) ∈ Z3 corresponds to the
character diag(x1, . . . , xn) 7→

∏n
i=1 x

ai
i . Write (e1, . . . , en) for the standard basis of Zn. The

simple roots of G are ∆ = {α1, . . . , αn−1} where αi = ei−ei+1 (i = 1, . . . , n−1). The cones
X∗

+,I(T ) and CGS are given by:

X∗
+,I(T ) = {(a1, . . . , an) ∈ Zn | a1 ≥ a2 · · · ≥ an−1}

CGS = {(a1, . . . , an) ∈ X∗
+,I(T ) | a1 ≤ an}.

On the other hand, consider the group G′ := Sp2(n−1),Fp
, which is the symplectic group

attached to the alternating matrix

Ψ :=

(
−J

J

)
where J :=




1

. .
.

1




and the size of the matrix J is (n− 1)× (n− 1). Write T ′ for the maximal torus consisting
of diagonal matrices in G′, and B′ for set of lower-triangular matrices in G′ (one shows
easily that B′ is a Borel subrgoup of G′). For any k-algebra A, one has

T ′(A) = {diag(t1, . . . , tn−1, t
−1
n−1, . . . , t

−1
1 ) | t1, . . . , tn ∈ A×}.

Consider the cocharacter µ′ : Gm,k → G′
k, z 7→ diag(zIn−1, z

−1In−1), and write Z ′ =

(G′, P ′, Q′, L′,M ′) and G′-Zipµ
′

for the attached zip datum and stack of G′-zips respec-
tively. The Levi subgroup L′ is isomorphic to GLn−1,Fp

. Identify X∗(T ′) = Zn−1 such that
(a1, . . . , an−1) ∈ Zn−1 corresponds to the character that maps diag(t1, . . . , tn−1, t

−1
n−1, . . . , t

−1
1 )

to
∏n−1

i=1 t
ai
i .

We now explain the relation between the stacks G-Zipµ and G′-Zipµ
′

. For any λ ∈ Zn

(resp. λ′ ∈ Zn−1), write VI(λ) (resp. VI′(λ
′)) for the associated vector bundle on G-Zipµ

(resp. G′-Zipµ
′

), as explained in 2.5.

Proposition 5.8.1 ([GK22a, §4.2.2]). Let λ ∈ Zn of the form λ = (λ1, . . . , λn−1, 0) and
set λ := (λ1, . . . , λn−1). Then, there is an identification

H0(G-Zipµ,VI(λ)) = H0(G′-Zip
µ′

,VI′(λ)).

Write Rzip and R′
zip for the rings of automorphic forms with respect to (G, µ) and (G′, µ′)

respectively. Let Rzip,0 ⊂ Rzip denote the subring

Rzip,0 :=
⊕

λ=(λ1,...,λn−1,0)∈Zn

H0(G-Zipµ,VI(λ)).
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From the above proposition, we deduce that there is an identification Rzip,0 = R′
zip. Fur-

thermore, note that the determinant function det : Gk → Gm,k is a non-vanishing section
of L(λdet) on G-Zipµ, where λdet = −(p− 1, . . . , p− 1).

Proposition 5.8.2. One has Rzip = Rzip,0[det, det
−1].

Proof. Write Lϕ ⊂ L for the group 3.2 attached to (G, µ). Since P is defined over Fp,
we have Lϕ = L(Fp) ≃ GLn−1(Fp) × F×

p . For λ ∈ Zn, the space H0(G-Zipµ,VI(λ)) is
in particular always contained in VI(λ)

Lϕ by Theorem 3.2.2. Therefore, we deduce that
H0(G-Zipµ,VI(λ)) = 0 if λn is not a multiple of p−1. Moreover, since det is non-vanishing,
multiplication by det induces an isomorphism

H0(G-Zipµ,VI(λ)) → H0(G-Zipµ,VI(λ+ λdet)).

It follows that we can always shift the weight so that λn = 0. In this case, H0(G-Zipµ,VI(λ))
is contained in the subalgebra Rzip,0, which terminates the proof.

When n = 3, we already know that R′
zip is finitely generated (Proposition 5.7.5). Ther-

fore, we obtain the following:

Corollary 5.8.3. For n = 3, the k-algebra Rzip is finitely generated. It is isomorphic to
k[a, b, c, d, d−1] where a, b, c, d are indeterminates.

The above corollary settles the case of a parabolic of type (r, s) = (2, 1) for the group
G = GL3,Fp

. The case (r, s) = (1, 2) is completely symmetric and can be treated similarly.
Finally, when P = G or P = B, the result holds by Proposition 5.7.4.

5.8.3 The inert case

Next, we consider the more difficult case when G is a unitary group over Fp. Let (V, ψ) be a
3-dimensional Fp2-vector space endowed with a non-degenerate hermitian form ψ : V ×V →
Fp2 . We assume again that there is a basis B of V where ψ is given by the matrix (5.8.1).
Let G = U(V, ψ) be the associated unitary group. Set Gal(Fp2/Fp) = {Id, σ}. For any
Fp2-algebra A, there is an isomorphism Fp2 ⊗Fp

A → A × A, u ⊗ x 7→ (ux, σ(u)x). This
induces an isomorphism GF

p2
≃ GL(V ). Using the basis B, we identify GL(V ) and GL3,F

p2
.

The action of σ on the set GL3(k) is given by σ ·A = J(tσ(A)−1)J (where σ(A) denotes the
usual Frobenius action on GL3(k)). Let T denote the maximal diagonal torus of GL3 and
B the lower-triangular Borel subgroup. By our choice of the basis B, the groups B and T
are defined over Fp. Identify X∗(T ) = Z3 as in section 5.8.2. We let again µ : Gm,k → GL3,k

denote the cocharacter (5.8.2) for n = 3. Let Zµ = (G,P,Q, L,M, ϕ) be the associated zip
datum. In this case, note that P is no longer defined over Fp. The determinant function
det : Gk → Gm is now a section of weight λdet = (p+1, p+1, p+1). We recall the expression
for the space H0(G-Zipµ,VI(λ)) determined in [IK21a]. Let λ = (λ1, λ2, λ3) ∈ X∗

+,I(T ).
Under the isomorphism

GL2×Gm → L; (A, z) 7→

(
A

z

)
,

the representation VI(λ) corresponds to the GL2×Gm-representation

(
detλ2

GL2
⊗ Symλ1−λ2(StdGL2

)
)
⊠ ξλ3
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where StdGL2
is the standard representation of GL2 and ξr is the character z 7→ zr of Gm.

The representation VI(λ) has dimension λ1 − λ2 + 1 and its weights are given by

νi := (λ1 − i, λ2 + i, λ3), 0 ≤ i ≤ λ1 − λ2.

Write VI(λ)νi for the weight space corresponding to νi. For λ ∈ Z3, define:

F (λ) =
p

p2 − p+ 1
(pλ1 − (p− 1)λ2 − λ3).

We showed:

Proposition 5.8.4 ([IK21a, Proposition 6.3.2]). For λ = (λ1, λ2, λ3) ∈ X∗
+,I(T ), we have

H0(G-Zipµ,VI(λ)) =
⊕

p|i, p+1|λ2+i,
p2−1|λ1−i−pλ3, i≥F (λ)

VI(λ)νi. (5.8.3)

Using this result, we also proved the following corollary:

Corollary 5.8.5 ([IK21a, Corollary 6.3.3]). We have

Czip,Q≥0
=
{
(λ1, λ2, λ3) ∈ Q3 | λ1 ≥ λ2, (p− 1)λ1 + λ2 − pλ3 ≤ 0

}
.

We now compute the ring of automorphic forms Rzip. We first construct sections on
G-Zipµ that will serve as generators for Rzip.

Partial Hasse invariants First, consider the weight λ = (1, 0, p), which we denote by
ha1. In this case, the only integer i satisfying the conditions under the direct sum sign of
(5.8.3) is i = 0. Hence H0(G-Zipµ,VI(ha1)) is one-dimensional and coincides with VI(λ)ν0.
One checks immediately that the function

Ha1 : GL3 → A1, (aij)1≤i,j≤3 7→ a11

lies in H0(G-Zipµ,VI(ha1)) and hence generates this space.
Next, we choose λ = (1 + p, 1, p), which we denote by ha2. In this case, the only

integer i satisfying the conditions under the direct sum of (5.8.3) is i = p, so we deduce
again that H0(G-Zipµ,VI(ha2)) is one-dimensional and coincides with VI(λ)νp. One checks
immediately that the function

Ha2 : GL3 → A1, (aij)1≤i,j≤3 7→

∣∣∣∣
a12 a13
a22 a23

∣∣∣∣

lies in H0(G-Zipµ,VI(ha2)). The two sections Ha1, Ha2 are called partial Hasse invariants.
Their vanishing locus is the Zariski closure of one of the two codimension one flag strata in
G-ZipFlagµ (see [IK21b, §5.2] for details).

µ-ordinary Hasse invariant The µ-ordinary Hasse invariant of unitary Shimura vari-
eties was first constructed by Goldring–Nicole in [GN17] and by the author and T. Wedhorn
in [KW18] using a different approach. Viewed as a function on Gk, the µ-ordinary Hasse
invariant is given by

Haµ ((aij)1≤i,j≤3) = aq11∆1 − ap21∆2 with

{
∆1 = a11a22 − a12a21,

∆2 = a11a23 − a21a13.

The section Haµ is an element of H0(G-Zipµ,L(haµ)) where haµ = (p + 1, p + 1, p2 + p).
Its non-vanishing locus is the complement of the unique open stratum of G-Zipµ (the
µ-ordinary locus). The main result of this section is the following:
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Proposition 5.8.6.

(1) The k-algebra Rzip is finitely generated and can be expressed as

Rzip = k[Ha1,Ha2,Haµ, det, det
−1].

(2) We have Czip = Z≥0ha1 + Z≥0ha2 + Z≥0haµ + Zλdet.

Proof. Note that each of the functions Ha1,Ha2,Haµ, det, det
−1 is a homogeneous element

of the graded algebra Rzip. Furthermore, for each λ ∈ {ha1, ha2, haµ, λdet}, the space
H0(G-Zipµ,VI(λ)) is one-dimensional and coincides with a weight space VI(λ)ν of the rep-
resentation VI(λ). In each case λ = ha1, ha2, haµ, λdet, the weight ν is given respectively by
ν1 = ha1, ν2 = ha2−pα1, νµ = haµ, νdet = λdet. Given the form of the representation VI(λ),
it is clear that for any ν ∈ X∗(T ), the weight space VI(λ)ν is at most one-dimensional
(however H0(G-Zipµ,VI(λ)) may have higher dimension for general λ). Thus, it suffices to
show that if 0 ≤ i ≤ λ1 − λ2 satisfies the conditions

p|i, p+ 1|λ2 + i, p2 − 1|λ1 − i− pλ3, i ≥ F (λ) (5.8.4)

then there exists non-negative integers k1, k2, kµ and kdet ∈ Z such that

λ = k1ha1 + k2ha2 + kµhaµ + kdetλdet

νi = k1ha1 + k2(ha2 − pα1) + kµhaµ + kdetλdet.

Since νi = λ− iα1, this simply amounts to λ = k1ha1+k2ha2+kµhaµ+kdetλdet and i = pk2.
We check that such a tuple (k1, k2, kµ, kdet) exists. Since p|i by assumption, we may set
k2 :=

i
p
. We find readily:

λ1 − λ2 = k1 + pk2 = k1 + i

λ2 − λ3 = −pk1 − (p− 1)k2 − (p2 − 1)kµ.

Therefore, we must define k1 := λ1 − λ2 − i and

kµ :=
(p2 − p+ 1)i− p2λ1 + p(p− 1)λ2 + pλ3

p2 − 1

The divisibility assumptions imply immediately that kµ is an integer. Moreover, since
0 ≤ i ≤ λ1 − λ2, the integers k1, k2 are non-negative. Moreover, since i ≥ F (λ), we find
kµ ≥ 0. Finally, by construction the element λ′ = λ− k1ha1 + k2ha2 + kµhaµ has all three
coordinates equal. Again, the divisibility assumption implies that the coordinates of λ′

are divisible by p + 1, so we may write λ′ = kdetλdet. We have shown that any element
in VI(λ)νi satisfying conditions (5.8.4) can be expressed as a product of the functions
Ha1,Ha2,Haµ, det, det

−1. By Proposition 5.8.3, this shows the result.
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