
CR conformal Laplacian and some invariants

on contact Riemannian manifolds

Masayoshi NAGASE

Department of Mathematics, Graduate School of Science and Engineering

Saitama University, Saitama-City, Saitama 338-8570, Japan

E-mail address: mnagase@rimath.saitama-u.ac.jp

Abstract

On a contact Riemannian manifold, we study the heat kernel associated with a

non-elliptic CR conformal Laplacian which controls the conformal behavior of the

scalar curvature of hermitian Tanno connection, particularly deriving a formula for

the asymptotic expansion coefficients on the basis of adiabatic expansion theory.

One can compute them by using only basic calculus added to the formula. Conse-

quently, associated Green function and zeta function are explicitly understood, and

some CR conformal invariants are obtained.

Keywords: hermitian Tanno connection; CR conformal Laplacian; asymptotic ex-

pansion; adiabatic expansion; conformal invariant

0 Introduction

Let M be a compact manifold of dimension 2n+ 1 equipped with a contact form θ,

i.e., θ ∧ (dθ)n ̸= 0. We have hence the Reeb vector field ξ, which satisfies θ(ξ) = 1 and

Lξθ = 0. In addition, let us equip M with a Riemannian metric g and a (1, 1)-tensor

field J satisfying g(ξ,X) = θ(X), g(X, JY ) = −dθ(X,Y ) and J2X = −X + θ(X)ξ

for any vector fields X, Y . (In this paper we adopt such a notation as dθ(X,Y ) =

X(θ(Y )) − Y (θ(X)) − θ([X,Y ]).) To the manifold M = (M, θ, ξ, g, J) called a contact

Riemannian manifold we will attach the hermitian Tanno connection ∇ ([7, §1]) defined
as: Let ∇g be the Levi-Civita connection and ∗∇ be the Tanno connection ([12]) defined

by ∗∇XY = ∇g
XY − 1

2θ(X)JY − θ(Y )∇g
Xξ + (∇g

Xθ)(Y )ξ. Then we define ∇ as its
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hermitian part, i.e.,

∇XY =


∗∇X(fξ) (Y = fξ),

1

2
(∗∇XY − J ∗∇XJY ) (Y ∈ Γ(HM)),

where we put HM = ker θ. In terms of the Tanno tensor Q defined by Q(X,Y ) =

(∇g
Y J)(X) + (∇g

Y θ)(JX)ξ + θ(X)J∇g
Y ξ, it is described as ∇XY = ∗∇XY − 1

2JQ(Y,X)

too. Canonically we decompose the complexified bundles CHM = HM ⊗ C, etc., into
CHM = H1,0M ⊕ H0,1M , CH∗M = H1,0M ⊕ H0,1M (H1,0M := {W ∈ CHM |
JW = iW}, etc.). Notice that, if the almost complex structure J is integrable, i.e.,

[Γ(H1,0M),Γ(H1,0M)] ⊂ Γ(H1,0M), then both ∇ and ∗∇ coincide with the Tanaka-

Webster connection.

In this paper, we consider the non-elliptic Laplacian

□θ =
1

2
∆H +

n

4(n+ 1)
S(∇),

which will play an important role in studying the CR conformal behavior of the scalar

curvature S(∇). Here ∆H denotes the sublaplacian d∗HdH , where dH is the exterior

differentiation d followed by the natural projection to Γ(H∗M). Though the elliptic

theory does not work, in §2 we will carry out an investigation into the heat kernel,

which will be applied also to some basic subjects subsequently. In §3 we will indeed

describe explicitly the behavior of the Green function Gθ(P, P ′) when P → P ′.

Consequently, in §4 and §5 we show that the coefficient aθn(P ) of the asymptotic

expansion e−t□θ
(P, P ) ∼

∑∞
k=0 t

−(n+1)+kaθk(P ) (given in Theorem 2.2.3) is a CR con-

formal scalar invariant of weight 2n, i.e., ae
2fθ
n (P ) = e−2nf(P )aθn(P ), and the integral

of aθn+1(P ) over M is a global CR conformal invariant. In §5, properties of the zeta

function will be summarized as well. In the Riemannian case these results are proved

by Parker-Rosenberg [8, Theorems 3.1 and 2.1] and Branson-Ørsted [2, Corollary 3.7]

(for the integral of aθn+1(P )). In a way similar to [8], Stanton [10, Theorems 2.2 and

3.3] proved these results in the integrable contact Riemannian case. Our research in the

general contact Riemannian case follows also the idea in [8].

In terms of the Kohn-Rossi Laplacian □H = ∂̄∗
H ∂̄H where ∂̄H is d followed by the

projection to Γ(H0,1M), the Laplacian □θ is described as

□θ = □H −
√
−1

n

2
ξ +

n

4(n+ 1)
S(∇)(0.1)

(refer to Proposition 1.2). The author ([7], [3]) studied the heat kernel e−t□H associated

with □H (= ∂̄∗
H ∂̄H + ∂̄H ∂̄∗

H) acting on (p, q)-forms (0 < q < n) on the basis of the

adiabatic expansion theory developed in [6]. Though □θ acts on functions, yet the
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theory, which is a key tool, works well. It exhibits its ability particularly for studying

such abnormal Laplacians, and particularly offers a striking formula for the coefficients

aθk(P ), Using only a basic knowledge of calculus added to the formula, one can describe

them explicitly up to an arbitrarily high order. Also to the Riemannian case ([8]), the

theory can be applied and such a formula for the asymptotic expansion coefficients will

be derived. This argument will be developed fully elsewhere.

We take a local unitary frame ξ• = (ξ0, ξ1, . . . , ξn, ξ1̄, . . . , ξn̄) of CTM (ξ0 := ξ, ξᾱ :=

ξα ∈ H0,1M , g(ξα, ξβ̄) = δαβ , 1 ≤ α, β ≤ n) and the dual frame θ• = (θ0, θ1, . . . , θn, θ1̄,

. . . , θn̄) (θ0 := θ). As usual the Greek indices α, β, . . . vary from 1 to n, the block Latin

indices A, B, . . . vary in {0, 1, . . . , n, 1̄, . . . , n̄} and the symbol
∑

may be omitted (in an

unusual manner). It is known (refer to [7, Lemma 1.2]) that the hermitian connection

is described as ∇ξ = 0, ∇ξβ = ξα · ωα
β , ∇ξβ̄ = ξᾱ · ωᾱ

β̄
, ωᾱ

β̄
= −ωβ

α.

1 CR conformal change of contact Riemannian structure

and CR conformal Laplacian

Let us recall that the (pseudohermitian) scalar curvatures of∇ = ∇θ, etc., are defined

as S(∇) = g(F (∇)(ξβ, ξβ̄)ξα, ξᾱ) (F (∇)(X,Y ) := [∇X ,∇Y ]−∇[X,Y ]), etc. Referring to

[7, Lemma 1.2], [12] and [1], then we have:

Proposition 1.1 We have

e2fS(∗∇e2f θ)− S(∗∇θ) = e2fS(∇e2f θ)− S(∇θ) = 2(n+ 1)(∆θ
Hf − |dHf |2θ),(1.1)

S(∗∇θ)− S(∇θ) =
1

4

∑
|Q(ξα, ξβ)|2θ .

In particular, we have e2f (S(∗∇e2fθ)− S(∇e2fθ)) = S(∗∇θ)− S(∇θ), that is, the differ-

ence S(∗∇θ)− S(∇θ) is a CR conformal (scalar) invariant of weight 2.

By setting ϕ2/n = e2f , (1.1) for ∇ is equivalent to

S(∇e2f θ) = ϕ1−q · 2bn□θϕ (q = bn = 2 +
2

n
).

Changing θ to e2fθ, hence, transforms □θ to

□e2fθ = e−(n+2)f ◦□θ ◦ enf .(1.2)

Proposition 1.2 (cf. Lee ([5, Theorem 2.3]) We have □H + □H = ∆H , □H −
□H =

√
−1nξ, 1

2∆H = □H −
√
−1 n

2 ξ and the formula (0.1), where we set □H = ∂∗
H∂H .

Proof. Let us show the second equality. We have the Weitzenböck-type formula

□H = −
∑

(ξαξᾱ − ∇ξαξᾱ) ([7, Proposition 1.3]). As for the torsion T (∇) we have

T (∇)(ξα, ξβ̄) = iδαβ ξ. Hence, we obtain □H −□H =
∑

T (∇)(ξα, ξᾱ) =
√
−1nξ.

3



Proposition 1.3 (cf. [7, Remark 2.2]) The Laplacian □θ is a self-adjoint hypoel-

liptic real operator and has Weitzenböck-type expression

□θ = −
∑

ξαξᾱ −
∑

ωα
β (ξα)ξβ̄ −

√
−1

n

2
ξ +

n

4(n+ 1)
S(∇).(1.3)

In addition, there is a constant C > 0 such that

∥φ∥s+1 ≤ C
{
∥□θφ∥s + ∥φ∥

}
(φ ∈ C∞(M)),(1.4)

where ∥ · ∥s is the Sobolev norm of order s.

Proof. (1.3) is obvious. As for the hypoellipticity and the estimate (1.4): We know

(see [7, Remark 2.2]) that those hold for the Kohn-Rossi Laplacian □H acting on (p, q)-

forms when 0 < q < n. Though □θ acts on functions, those still hold for it because of

the existence of the term
√
−1 n

2 ξ.

2 The heat equation for the CR conformal Laplacian

This section is devoted to the study of fundamental solution of the initial value

problem for the heat equation( ∂

∂t
+□θ

)
ϕ = 0, lim

t→0
ϕ(t) = φ (φ ∈ C∞(M)),(2.1)

where the convergence is in the L2-norm. The author ([7]) discussed the problem relative

to the Kohn-Rossi Laplacian □H acting on forms. Following the argument ([7, Theorems

2.1, 2.3 and 5.3]), we will show the unique existence theorem (Theorem 2.1.1), the

asymptotic expansion theorem (Theorem 2.2.3) for □θ. A formula for the asymptotic

expansion coefficients is also derived.

2.1 On the existence of heat kernel

Theorem 2.1.1 (cf. [7, Theorem 2.1]) The initial value problem (2.1) has a

unique heat kernel e−t□θ
(P, P ′). As to the initial condition, added to limt→0

∫
dVθ(P

′)

e−t□θ
(P, P ′)φ(P ′) = φ(P ), we have limt→0

∫
dVθ(P )φ(P )e−t□θ

(P, P ′) = φ(P ′), where

dVθ is the volume element, i.e., dVθ = θ ∧ (dθ)n/n!.

The proof is similar to that of [7, Theorem 2.1] (for □H acting on forms). It follows

from Proposition 1.3 that this can be shown by functional analysis method. But, for the

study of asymptotic expansion of e−t□θ
, it will be more desirable to actually construct it

by Levi’s iteration method. It is crucial to find out an appropriate first approximation,

which is introduced carefully below.
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We fix a point P 0 and take local unitary frames ξ•, θ
• neat P 0 which are ∇-parallel

along the ∇-geodesics from P 0. In addition, let z = (z0, z1, · · · , zn) be ∇-normal co-

ordinates centered at P 0 defined by exp∇(ξ•(P
0) · z•(P )) = P : to be precise, first

we set ξR0 = ξ, ξRα = (ξα + ξᾱ)/
√
2, ξRn+α = JξRα , next take real ∇-normal coordi-

nates x = (x0, x1, · · · , x2n) centered at P 0 satisfying exp∇(ξR• (P
0) · x(P )) = P and

put z0 = x0, zα = (xα + ixn+α)/
√
2, zᾱ = z̄α. The frames (∂/∂z) = (∂/∂z•) =

(∂/∂z0, ∂/∂z1, · · · , ∂/∂z1̄, · · ·), (dz) = (dz•) = (dz0, dz1, · · · , dz1̄, · · ·) are then defined as

∂/∂z0 = ∂/∂x0, ∂/∂zα = (∂/∂xα − i∂/∂xn+α)/
√
2, etc. (The symbols z and z• origi-

nally mean (z0, z1, . . . , zn) and (z0, z1, . . . , zn, z1̄, . . . , zn̄) respectively. But they may be

used indiscriminately.) Then, by [7, Proposition 2.4], we have

ξ• = (∂/∂z•) · V•(z) (i.e., ξA =
∑

VBA(z) ∂/∂zB), θ• = (dz•) · V •(z),(2.1.1)

V BA(z) = δBA +

∞∑
ℓ=1

ℓ

(ℓ+ 1)!

∑
zA1 · · · zAℓ

∂ℓ−1T (∇)AA1
(∂/∂zB)

∂zA2 · · · ∂zAℓ

(0)(2.1.2)

+

∞∑
ℓ=2

ℓ− 1

(ℓ+ 1)!

∑
zA1 · · · zAℓ

∂ℓ−2F (∇)AA1
(∂/∂zA2 , ∂/∂zB)

∂zA3 · · · ∂zAℓ

(0),

where we put T (∇)(ξB, X) = ξA · T (∇)AB(X), F (∇)(X,Y )ξB = ξA ·F (∇)AB(X,Y ). Also

the connection coefficients ωα
β (∂/∂zA) := g(∇∂/∂zAξβ, ξᾱ) are formally expanded as

ωα
β (∂/∂zA)(z) = −

∞∑
ℓ=1

ℓ

(ℓ+ 1)!

∑
zA1 · · · zAℓ

∂ℓ−1F (∇)αβ(∂/∂zA, ∂/∂zA1)

∂zA2 · · · ∂zAℓ

(0).(2.1.3)

Hence, the coefficients of the Taylor expansions of V BA, VBA, ω
α
β (∂/∂zA) are all ex-

pressed as polynomials made of

RA1A2A3A4A5···Aℓ
=

∂ℓ−4g(F (∇)((∂/∂zA3 , ∂/∂zA4)∂/∂zA2 , ∂/∂zA1)

∂zA5 · · · ∂zAℓ

(P 0),

TA1A2A3A4···Aℓ
=

∂ℓ−3g(T (∇)(∂/∂zA2 , ∂/∂zA3), ∂/∂zA1)

∂zA4 · · · ∂zAℓ

(P 0).

(2.1.4)

Indeed, for example we have (by [7, Corollary 2.5])

θ = dz0 + dzβ · zβ̄
−i

2
+ dzβ̄ · zβ

i

2
+O(|z|2),

θα = dzα + dz0 · zγ̄
−Tᾱ0γ̄

2
+ dzβ̄ ·

{
z0

Tᾱ0β̄
2

+ zγ̄
Tᾱγ̄β̄
2

}
+O(|z|2),

ξ = ∂/∂z0 + ∂/∂zα · zγ̄
Tᾱ0γ̄
2

+ ∂/∂zᾱ · zγ
Tα0γ
2

+O(|z|2),

ξβ = ∂/∂zβ + ∂/∂z0 · zβ̄
i

2
+ ∂/∂zᾱ ·

{
z0

−Tα0β
2

+ zγ
−Tαγβ

2

}
+O(|z|2),

which say that the structure of M near P 0 is roughly approximated by the standard

structure of the Heisenberg group Hn = R × Cn near the origin. Here Hn is the Lie
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group, whose element is denoted by z = (z0, z1, . . . , zn) = (z0, z▲), with the group

action zz′ = (z0 + z′0 + Im
∑

zαz
′
ᾱ, z▲ + z′▲), and with the standard contact Riemannian

structure (θH , ξH , JH , gH : ξH• , θ•H) given by

θH = dz0 + dzβ · zβ̄
−i

2
+ dzβ̄ · zβ

i

2
, θαH = dzα,

ξH = ∂/∂z0, ξHβ = ∂/∂zβ + ∂/∂z0 · zβ̄
i

2
.

In terms of the transition functions of frames, this is described as

ξH• = (∂/∂z•) · E(−z), θ•H = (dz•) · tE(z),

E(z) :=

 1 z1̄
−i
2 · · · z1

i
2 · · ·

0 E 0

0 0 E

 .

Notice that the two kinds of coordinates z − z′ and z′−1z near z′ are related to each

other as

(z′−1z)• = E(z′)(z − z′)• = E(z)(z − z′)•,

(z − z′)• = E(−z′)(z′−1z)• = E(−z)(z′−1z)•.
(2.1.5)

Now, the almost complex structure JH is integrable and Hn is a typical strictly pseu-

doconvex CR manifold. Further we have ωα
β = 0 and the CR conformal Laplacian is

simplified to L = −
∑

ξHα ξHᾱ −
√
−1 n

2 ξ
H . It is evident from the work of Stanton [9]

(see also [7, Lemma 2.6] and [11, (1.8)]) that the problem (2.1) with φ ∈ C∞
0 (Hn) has

a unique fundamental solution r(t, z, z′) defined by

r(t, z, z′) = rt(z
′−1z), rt(z) :=

∫ ∞

−∞
ds e−is·(2z0/t)Φt(s, z▲),

Φt(s, z▲) :=
1

(2πt)n+1

( s

sinh s

)n
exp

(
− |z▲|2s

t tanh s

)
.

Here Φt(s, z▲), rt(z) are rapidly decreasing with respect to the variables z▲, z respec-

tively.

Remark 2.1.2 Stanton [9] showed that, if −n < a < n, then the problem (2.1)

relative to the operator La = −
∑

ξHα ξHᾱ −
√
−1 n−a

2 ξH on Hn has a unique fundamental

solution rat (z
′−1z) with rat (z) :=

∫∞
−∞ ds e−is·(2z0/t)Φt(s, z▲)e−as. On Hn the problem

relative to the Kohn-Rossi Laplacian □H = Ln−2q acting on (p, q)-forms (0 < q < n, i.e.,

−n < n − 2q < n) has, thus, a fundamental solution
∑

θIK̄H (z)⊠ θĪKH (z′) · rn−2q
t (z′−1z)

(refer to [7,Lemma 2.6] and [11]). Relying on it, the author actually constructed the

heat kernel e−t□H on M . The reader will, hence, agree that e−t□θ
can be constructed

similarly.
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Referring to the argument following [7, Lemma 2.6], let us take the explanation fur-

ther. Near P 0 we want to adopt a first approximation more geometric than r(t, z, z′).

Let Θ : U0 × U0 → Hn, (P
′, P ) 7→ Θ(P ′, P ), be a ∇-normal coordinate system with

respect to ξ• defined on a neighborhood U0 of P 0, i.e., exp∇(ξ•(P
′) ·Θ(P ′, P )) = P . Set

O(Θ)kH = O(|Θ(P ′, P )|kH) (|z|H := {z20 + |z▲|4+ |z▲̄|4}1/4). Then, in a way similar to [7,

Lemma 2.6], we can show that, near P 0,

□θ = LΘ +
∑

A ̸=0,B ̸=0

O(Θ)1H
∂

∂ΘA

∂

∂ΘB
+

∑
B ̸=0

O(Θ)2H
∂

∂Θ0

∂

∂ΘB

+ O(Θ)1HO(Θ)2H
∂

∂Θ0

∂

∂Θ0
+

∑
B ̸=0

O(Θ)0H
∂

∂ΘB
+O(Θ)1H

∂

∂Θ0
+O(Θ)0H ,

where LΘ is L calculated in the coordinates Θ = Θ(P ′, P ). This asserts that, near P 0,

rt(Θ(P ′, P )), which is certainly more geometric, approximates the heat kernel closely

enough for constructing it by iteration method. An appropriate first approximation

r(t, P, P ′) is now given as follows: We cover M by a finite number of small open sets U j

centered at P j . Each U j is equipped with unitary frames ξj•, θ
•
j which are ∇-parallel

along the ∇-geodesics from P j and the ∇-normal coordinate system Θj with respect to

ξj•. Let ϕj be nonnegative C
∞ functions such that {ϕ2

j} is a partition of unity subordinate

to the cover {U j}. We set

r(t, P, P ′) =
∑

ϕj(P )ϕj(P
′) rt(Θ

j(P ′, P )).

The heat kernel is then constructed as follows: We set q(t, P, P ′) = ( ∂
∂t +□θ)r(t, P, P ′)

and q1 = q, q2 = q#q1, q3 = q#q2, · · · (# = #θ), where the convolution h1#θh2 of

functions is defined by (h1#θh2)(t, P, P
′) =

∫ t
0 ds

∫
M dVθ(Q)h1(t − s, P,Q)h2(s,Q, P ′).

The sum

p =

∞∑
k=0

(−1)kr#qk (r#q0 := r)

is now a unique fundamental solution of (2.1). Referring to [7, Proof of Theorems 2.1

and 2.3], here we present an estimate of Rk0(p) :=
∑

k≥k0
(−1)kr#qk: For every integer

m ≥ 0 and multi-indices A = (A1, A2, . . . , A|A|), A′, and, further, for every integer ℓ = 0

or ℓ ≥ 2n+2, there exists a constant C(k0,m,A,A′, ℓ) > 0 such that, on (0, T0]×M×M ,∑
Uj∋P,Uj′∋P ′

∣∣∣(∂/∂t)mξjA,P ξ
j′

A′,P ′Rk0(p)(t, P, P
′)
∣∣∣(2.1.6)

≤ C(k0,m,A,A′, ℓ) t(k0−|A|H−|A′|H)/2−m+ℓ/2−(n+1)δ(P ′, P )−ℓ,
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where we set ξjA = ξjA1
· · · ξjA|A|

, |A|H = 2#{Aj = 0} + #{Aj ̸= 0}, and, taking a

neighborhood U of the diagonal set in M ×M , we set

δ(P ′, P ) =

 min
j :P,P ′∈Uj

(
|Θj(P ′, P )|H , |Θj(P, P ′)|H

)
((P ′, P ) ∈ U),

1 (otherwise).

There are other various estimates similar to those in [7, Proposition 4.2]. All of them

are proved in a similar way as in [7].

2.2 On the asymptotic expansion coefficients of the heat kernel

We want to investigate the behavior e−t□θ
when t → 0. First, let us localize the

argument near the point P 0. For the sake of distinction, here the contact form, etc.,

on M are denoted by θM , etc. Let us consider the Heisenberg group Hn = (Hn, w)

with the standard contact form θ̃H (= dw0 + dwβ ·wβ̄
−i
2 + dwβ̄ ·wβ

i
2), etc., and identify

a small neighborhood U of the origin with a small neighborhood U0 (⊂ M) of P 0 via

the ∇M -normal coordinate map U0 ∋ P 7→ w = z(P ) ∈ U . Referring to [7, §3], we
may take a new contact Riemannian structure (θ, ξ, J, g) and the associated hermitian

Tanno connection ∇ on Hn which coincide with those of M near 0 (= P 0) and with

those of (Hn, w) a little apart from 0. The space Hn equipped with the structure

and the connection, denoted by Hn(P
0), may be assumed further to satisfy: The ∇-

normal coordinates centered at the origin are globally defined, i.e., z : Hn(P
0) ∼= Hn,

w 7→ z = z(w), (exp∇((∂/∂w•)0 · z•(w)) = w). Thus Hn(P
0) has two kinds of global

coordinates, w and z. The ∇-parallel frames θ•, ξ• are also assumed to be given globally

and we regard the formulas (2.1.1)-(2.1.3) as the ones on Hn(P
0). We denote the CR

conformal Laplacian on Hn(P
0) by □θ

H(P 0). Then we have:

Proposition 2.2.1 (cf. [7, Theorem 3.4]) The initial value problem (2.1) on

Hn(P
0) (φ ∈ C∞

0 (Hn(P
0))) has a unique heat kernel e

−t□θ
H(P0)(z, z′). As to the ini-

tial condition, added to limt→0

∫
dVθ(z

′) e
−t□θ

H(P0)(z, z′)φ(z′) = φ(z), we have limt→0

∫
dVθ(z)φ(z)e

−t□θ
H(P0)(z, z′) = φ(z′).

Careful argument for the proof is required because Hn(P
0) is not compact. Once an

appropriate first approximation is find out, such a heat kernel is constructed in a way

similar to §2.1, however. (Refer to [7, §4], which was devoted to the construction of the

Kohn-Rossi heat kernel on Hn(P
0).)

Let ΘM (z′, z) be a ∇-normal coordinate system with respect to ξ• which coincides

with that on M near the origin (= P 0), and let us set ΘH(z′, z) = w(z′)−1w(z). In

addition, let ρ̃M (w), ρ̃H(w) be non-negative C∞-functions such that {ρ̃2M (w), ρ̃2H(w)} is
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a partition of unity subordinate to the cover {{w ∈ Hn(P
0) | |w| < 2r}, {w ∈ Hn(P

0) |
|w| > r}}, where r > 0 is sufficiently small. Then, setting ρM (z) = ρ̃M (w(z)), etc., we

adopt

r(t, z, z′) = ρM (z)ρM (z′) rt(Θ
M (z′, z)) + ρH(z)ρH(z′) rt(Θ

H(z′, z))(2.2.1)

as a first approximation. Notice that the support of q(t, z, z′) := ( ∂
∂t +□θ

H(P 0))r(t, z, z
′)

may be assumed to be contained in {(z, z′) | |z|H ≤ r0}. Now, by setting q1 = q,

q2 = q#q1, q3 = q#q2, · · · (# = #θ), the sum

p =
∞∑
k=0

(−1)kr#qk (r#q0 := r)

is a unique fundamental solution of (2.1) on Hn(P
0). Referring to [7, Proposition 4.2],

here we present also an estimate of Rk0(p) :=
∑

k≥k0
(−1)kr#qk: For every integerm ≥ 0

and multi-indices A, A′, and, further, for every integer ℓ = 0 or ℓ ≥ 2n+ 2, there exists

a constant C(k0,m,A,A′, ℓ) > 0 such that, on (0, T0]×Hn(P
0)×Hn(P

0),∣∣(∂/∂t)mξA,zξA′,z′ Rk0(p)(t, z, z
′)
∣∣(2.2.2)

≤ C(k0,m,A,A′, ℓ) t(k0−|A|H−|A′|H)/2−m+ℓ/2−(n+1)δ(z′, z)−ℓ,

where we set δ(z′, z) = |w(z′)−1w(z)|H . There are also other same estimates as those in

[7, Proposition 4.2].

Duhamel’s principle works properly because of (2.1.6) and (2.2.2) so that it is enough

to investigate the behavior of e
−t□θ

H(P0) at (0, 0) when t → 0. On the basis of the

adiabatic expansion theory, which is a key tool for our study as stated in §0, we will

investigate the latter. Though abruptly, let us consider the transformation of Hn(P
0)

defined by z 7→ ιε(z) = (εz0, ε
1/2z1, . . . , ε

1/2zn), ε > 0, which induces a new contact

Riemannian structure (θ•(ε), ξ
(ε)
• , g(ε), J (ε)) := (ι∗εθ

•
ε , ι

∗
εξ

ε
•, ι

∗
εg

ε, ι∗εJ
ε) with

θAε := ε−|A|H/2θA, ξεA := ε|A|H/2ξA, gε :=
∑

θAε ⊗ θĀε , Jεξεα := iξεα.

(Thus θ ⇒ θε is a kind of CR conformal change.) Obviously (2.1.1) produces

ξ
(ε)
• = (∂/∂z•) · V (ε)

• , V
(ε)
BA(z) := ε(|A|H−|B|H)/2VBA(ιε(z)),

θ•(ε) = (dz•) · V •
(ε), V BA

(ε) (z) := ε(|B|H−|A|H)/2V BA(ιε(z)).
(2.2.3)

To the structure (θ•ε , ξ
ε
•, g

ε, Jε) the hermitian Tanno connection ∇ε := ∇ and the Lapla-

cian □θ,ε
H(P 0)

:= ε□θ
H(P 0) are attached. Those for the structure (θ•(ε), ξ

(ε)
• , g(ε), J (ε)) are

∇(ε) := ι∗ε∇ε and □θ,(ε)
H(P 0)

:= ι∗ε□
θ,ε
H(P 0)

The coordinates z are then ∇(ε)-normal co-

ordinates centered at 0 with (∂/∂z•)0 = ξ
(ε)
• (0), and ξ

(ε)
• is ∇(ε)-parallel along the
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∇(ε)-geodesics sz (0 ≤ s < ∞) as well. In addition, the heat kernels are described as

e
−t□θ,ε

H(P0)(z, z′) = εn+1e
−tε□θ

H(P0)(z, z′),

e
−t□θ,(ε)

H(P0)(z, z′) = εn+1e
−tε□θ

H(P0)(ιε(z), ιε(z
′)).

Beware that □θ,(ε)
H(P 0)

and e
−t□θ,(ε)

H(P0) act on C∞-functions on (Hn, dVθ(ε)). We define □θ
(ε),

e
−t□θ

(ε) as the operators acting on C∞-functions on (Hn, dVθH ). Since just only the

volume element dVθ(ε)(z) = dVθH (z) detV
•(ιε(z)) is changed to dVθH (z), certainly we

have □θ
(ε) = □θ,(ε)

H(P 0)
, but the heat kernel is changed to

e
−t□θ

(ε)(z, z′) = εn+1e
−tε□θ

H(P0)(ιε(z), ιε(z
′)) detV •(ιε(z

′)).(2.2.4)

On the other hand, the formula (1.3) induces adiabatic Weitzenböck-type for-

mula

□θ
(ε) = −

∑
ξ(ε)α ξ

(ε)
ᾱ −

∑
ωα
β (ξ

(ε)
α )ξ

(ε)

β̄
−

√
−1

n

2
ξ(ε) +

n

4(n+ 1)
S(∇(ε)),(2.2.5)

ωα
β (ξ

(ε)
α )(z) = ε1/2ωα

β (ξα)(ιε(z)), S(∇(ε))(z) = ε2/2S(∇)(ιε(z)).

Hence, by (2.1.2), (2.1.3) and (2.2.3), the operator □θ
(ε) can be extended smoothly up

to ε1/2 = 0 and has a formal power series expansion

□θ
(ε) =

∞∑
m=0

εm/2□θ
m/2, □θ

0/2 = L,

which we call the adiabatic expansion of □θ at P 0. Crucially the coefficients can

be described explicitly up to an arbitrarily high order by using only basic calculus.

Suggested by the equality ( ∂
∂t + □θ

(ε))e
−t□θ

(ε) = 0, let us construct now a formal power

series

pθ(ε)(t, z, z
′) =

∞∑
m=0

εm/2 pθm/2(t, z, z
′)

so as to satisfy ( ∂
∂t +□θ

(ε))p
θ
(ε) = 0. Namely, we define it inductively by

pθ0/2(t, z, z
′) = r(t, z, z′),

pθm/2(t, z, z
′) = −

(
pθ0/2#

m1>0∑
m1+m2=m

□θ
m1/2

pθm2/2

)
(t, z, z′)

=

m1,...,mk>0∑
∑

mℓ=m

(−1)k
(
pθ0/2#□θ

m1/2
pθ0/2# · · ·#□θ

mk/2
pθ0/2

)
(t, z, z′) (m > 0),

where # := #θH . The function pθm/2(t, z, z
′) is well-defined and, as is expected from the

construction, we have:
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Proposition 2.2.2 (cf. [7, Proposition 6.1]) The double form pθ(ε)(t, z, z
′) :=

e
−t□θ

(ε)(z, z′) can be extended smoothly up to ε1/2 = 0. As to the Taylor expansion

pθ(ε)(t, z, z
′) =

∑
0≤m<m∗

εm/2 pθm/2(t, z, z
′) + εm∗/2 pθm∗/2

(ε1/2, t, z, z′),

we have pθm/2(t, z, z
′) = pθm/2(t, z, z

′) (0 ≤ m < m∗).

In [7, §6], the proposition for □H (acting on forms), i.e., [7, Proposition 6.1], was

proved. It is easy to alter the argument to fit it for □θ. Refer also to Lemma 3.1.1,

Propositions 3.1.2 and 3.5.2, which offer more detailed information on pθm/2(t, z, z
′) and

pθm∗/2
(ε1/2, t, z, z′).

Let us set

Pθ
(ε)(t, z, z

′) := pθ(ε)(t, z, z
′) detV•(ιε(z

′)) =
∞∑

m=0

εm/2 Pθ
m/2(t, z, z

′).

Then the formula (2.2.4) and Proposition 2.2.2 induce a formal power series expansion

εn+1 e
−tε□θ

H(P0)(ιε(z), ιε(z
′)) =

∞∑
m=0

εm/2 Pθ
m/2(t, z, z

′),

which yields the asymptotic expansion

e
−t□θ

H(P0)(0, 0) ∼
∞∑

m=0

t−(n+1)+m/2 Pθ
m/2(1, 0, 0).

Further, considering the series expansion

ε(n+1)+(|A|H+|A′|H)/2
(
(∂/∂z)A(∂/∂z′)A

′
e
−tε□θ

H(P0)

)
(ιε(z), ιε(z

′))

=

∞∑
m=0

εm/2 (∂/∂z)A(∂/∂z′)A
′Pθ

m/2(t, z, z
′)

and recalling Duhamel’s principle, in general we have:

Theorem 2.2.3 (cf. [7, Theorems 2.3 and 5.3]) There is an asymptotic expan-

sion

(∂/∂z)A(∂/∂z′)A
′
e−t□θ

(P 0, P 0) ∼
∑

m≥−(|A|H+|A′|H)

t−(n+1)+m/2 aθm/2(P
0 : A,A′)

when t → 0. If we set Pθ
m/2(t, z, z

′ : A,A′) = (∂/∂z)A(∂/∂z′)A
′Pθ

m/2(t, z, z
′), then

aθm/2(P
0 : A,A′) = Pθ

(m+|A|H+|A′|H)/2(1, 0, 0 : A,A′),(2.2.6)

which vanishes when m is odd. In particular, we have

aθm/2(P
0) := aθm/2(P

0 : ∅, ∅) = pθm/2(1, 0, 0), aθ0/2(P
0) =

1

(2π)n+1

∫ ∞

−∞
ds

( s

sinh s

)n
.

In general, (2.2.6) is expressed as a universal polynomial made of (2.1.4), which can be

described explicitly by using only a basic knowledge of calculus.

11



It is easily shown in a similar manner as [7, §6.5] (see also Lemma 3.3.1) that

Pθ
m/2(t, z, z

′ : A,A′) = (−1)m+|A|H+|A′|HPθ
m/2(t, ẑ, ẑ

′ : A,A′),(2.2.7)

where, for z = (z0, z▲), we set ẑ = (z0,−z▲). This ascertains that (2.2.6) vanishes when

m is odd.

3 On the Green function

Since e−t□θ
is a compact self-adjoint real operator (by Theorem 2.2.3), the spectrum

of □θ consists of eigenvalues λ1 ≤ λ2 ≤ · · · (→ +∞) with
∑∞

j=1 e
−tλj < ∞. Let us take

corresponding real eigenfunctions ϕ1, ϕ2, · · · which form a complete orthonormal basis

of L2(M,dVθ). Then we have

□θ =
∑

λiϕi ⊗ ϕi

(
=

∑
λiϕi ⊗ ϕ

∗(θ)
i

)
,(3.1)

e−t□θ
(P, P ′) =

∑
e−tλjϕj(P )ϕj(P

′)

= (e−t□θ
)− + (e−t□θ

)0 + (e−t□θ
)+ :=

∑
λi<0

+
∑
λi=0

+
∑
λi>0

.

We are interested in the Green function (or the Green operator) Gθ = Gθ(P, P ′), which

is characterized by Gθ ◦πθ = 0 and πθ +□θ ◦Gθ = I where πθ : C
∞(M) → ker□θ is the

canonical projection, and described as

Gθ =
∑
λi ̸=0

λ−1
i ϕi ⊗ ϕi = Gθ

− +Gθ
+ :=

∑
λi<0

+
∑
λi>0

,

Gθ
±(P, P

′) =
∑
λi≷0

λ−1
i ϕi(P )ϕi(P

′), Gθ
+(P, P

′) =

∫ ∞

0
dt (e−t□θ

)+(P, P ′).

Lemma 3.1 The kernel Gθ
−(P, P

′) is smooth on M ×M and Gθ
+(P, P

′) is smooth

outside the diagonal set of M ×M .

Proof. We examine Gθ
+(P, P

′). By (2.1.6), for any δ > 0 and integers k and k′,

|(∂/∂P )k(∂/∂P ′)k
′
e−t□θ

(P, P ′)| is bounded on (0, 1] × {(P, P ′) | δ(P ′, P ) ≥ δ} where

(∂/∂P )k is a differentiation of order k at P , and∫ 1

0
dt (e−t□θ

)+(P, P ′) =

∫ 1

0
dt e−t□θ

(P, P ′)

+
∑
λi<0

λ−1
i (e−λi − 1)ϕi(P )ϕi(P

′)−
∑
λi=0

ϕi(P )ϕi(P
′).

Hence, (e−t□θ
)+(P, P ′) is certainly integrable on (0, 1] when P ̸= P ′ and the integral

is smooth on {(P, P ′) | P ̸= P ′}. On the other hand, by (1.4), for any k, there is a
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constant C > 0 such that ∥φ∥2k ≤ C
∑k

ℓ=0

∥∥(□θ)ℓφ
∥∥2
0
for any φ ∈ C∞(M). Let us take

a > 0 such that λi > a for all λi > 0. Then, for any integers ℓ, ℓ′, there is C ′ > 0 such

that
∥∥∥(□θ

P )
ℓ(□θ

P ′)ℓ
′
(e−t□θ

)+
∥∥∥
0
=

∥∥∥∑λi>0 λ
ℓ+ℓ′

i e−tλiϕi ϕi

∥∥∥
0
≤ Ce−ta when t ≥ 1. Hence,

by the Sobolev lemma, for any k, k′, there exists C > 0 such that∣∣∣(∂/∂P )k(∂/∂P ′)k
′
(e−t□θ

)+(P, P ′)
∣∣∣ ≤ Ce−ta (t ≥ 1).(3.2)

Thus (e−t□θ
)+(P, P ′) is integrable on [1,∞) and the integral is smooth on M ×M .

The purpose in the section is to describe explicitly the behavior of Gθ(P, P ′) when

P → P ′. We follow the work by Parker-Rosenberg ([8, Theorem 2.2]) in the Riemannian

case. By virtue of the argument relying on the adiabatic expansion theory in §2.2, our
result is much explicit, however. (So will be also in the Riemannian case as stated in

§0.) Recall that we have set |z|H = {z20 + |z▲|4 + |z▲̄|4}1/4, where z is the ∇-normal

coordinates centered at P 0.

Theorem 3.2 Let z0 belong to {z | |z|H = 1}. Then pθm/2(t, z
0, 0) (0 ≤ m < 2n)

are integrable on (0,∞) and the Green function has an expansion

Gθ(ιε(z
0), 0) =

∑
0≤m<2n

ε−n+m/2

∫ ∞

0
dt pθm/2(t, z

0, 0)− aθn(P
0) log ε+O(1),(3.3)

where O(1) is a bounded function on {ε1/2 > 0} which satisfies (∂/∂ε1/2)iO(1) =

O(ε−i/2) for any i. In addition, we have

ε−n+m/2

∫ ∞

0
dt pθm/2(t, z

0, 0) =

∫ ∞

0
dt pθm/2(t, ιε(z

0), 0),(3.4) ∫ ∞

0
dt pθm/2(t, z

0, 0) = (−1)m
∫ ∞

0
dt pθm/2(t, ẑ

0, 0) (ẑ0 := (z00 ,−z0▲)).(3.5)

The proof requires a long argument. In general, let us denote by O∞ a smooth

function defined on a neighborhood of z = 0. By Lemma 3.1 (and its proof) and

Duhamel’s principle,

Gθ(z, 0) =

∫ ∞

0
dt (e−t□θ

)+(z, 0) +O∞ =

∫ 1

0
dt (e−t□θ

)+(z, 0) +O∞

=

∫ 1

0
dt e−t□θ

(z, 0) +O∞ =

∫ 1

0
dt e

−t□θ
H(P0)(z, 0) +O∞.

Further, by (2.2.4),∫ 1

0
dt e

−t□θ
H(P0)(ιε(z

0), 0) = ε−n

∫ 1/ε

0
dt e

−t□θ
(ε)(z0, 0).(3.6)

We will summarize some properties of pθ(ε)(t, z
0, 0) = e

−t□θ
(ε)(z0, 0) (0 < t < ε−1) in §3.1

and then prove the theorem in §3.2.
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3.1 On the function pθ(ε)(t, z, z
′) = e−t□θ

(ε)(z, z′) (0 < t < ε−1)

By recalling the definition (refer also to the proof of [7, Lemma 6.9]), it is expressed

as pθ(ε) =
∑∞

k=0(−1)kr(ε)#qk(ε) =
∑

0≤k<k0
(−1)kr(ε)#qk(ε) +Rk0(p

θ
(ε)) (# = #θH ) with

r(ε)(t, z, z
′) := εn+1r(tε, ιε(z), ιε(z

′)) detV •(ιε(z
′))(3.1.1)

= t−n−1
∑

ρ◦(ιε(z
′), ιε(z))K(ι1/tΘ

◦(ε)(z′, z)),

q(ε)(t, z, z
′) := εn+1q(tε, ιε(z), ιε(z

′)) detV •(ιε(z
′)) =

∑
b≥1

εb/2qb,(ε)(t, z, z
′),

qb,(ε)(t, z, z
′) = t−n−2+b/2

∑
ρ◦(ιε(z

′), ιε(z))K(ι1/tΘ
◦(ε)(z′, z)),

(3.1.2)

(−1)kr(ε)#qk(ε) = (−1)k
∑
bi≥1

ε
∑

bi/2r(ε)#qb1,(ε)# · · ·#qbk,(ε).(3.1.3)

Here all the summations are finite. We set ◦ = M or H, and ρ◦(z
′, z) is a func-

tion with support in {(z′, z) ∈ Hn × Hn | |w(z′)| < 2r, |w(z)| < 2r} (◦ = M) or

in {(z′, z) ∈ Hn × Hn | |w(z′)| > r, |w(z)| > r} (◦ = H), and |ξA,zξA′,z′ρH(z′, z)| is
bounded for every (A,A′). In particular, ρ◦(z

′, z) appearing in (3.1.2) have supports

contained in {(z, z′) | |z|H ≤ r0} (see (2.2.1) around). Further, K(Θ) are rapidly

decreasing functions and we set Θ◦(ε)(z′, z) = ι1/εΘ
◦(ιε(z

′), ιε(z)). There have ap-

peared many ρ◦(ιε(z
′), ιε(z)), etc., which are different from each other, so that qb,(ε) =

t−n−2+b/2
∑

ρ◦,j(ιε(z
′), ιε(z))Kj(ι1/tΘ

◦(ε)(z′, z)), etc., might be reasonable expressions.

Now, in fact, Proposition 2.2.2 is guaranteed by:

Lemma 3.1.1 (cf. [7, Lemma 6.9 and §6.4]) Each (−1)k(r(ε)#qk(ε))(t, z, z
′) can

be extended smoothly up to [0, ε
1/2
0 ]× (0,∞)×Hn×Hn (∋ (ε1/2, t, z, z′)) and has a series

expansion

(−1)kr(ε)#qk(ε) =
∑

k≤m<m∗

εm/2pθ,km/2 + εm∗/2pθ,km∗/2
(ε1/2), pθ,00/2 = r(t, z, z′).

In addition,

pθm/2(t, z, z
′) =

∑
0≤k≤m

pθ,km/2(t, z, z
′) = pθm/2(t, z, z

′) (0 ≤ m < m∗),(3.1.4)

pθ,km∗/2
(ε1/2, t, z, z′) =

∫ 1

0
dσ1

∫ σ1

0
dσ2 · · ·

∫ σm∗−1

0
dσm∗(3.1.5)

· (∂/∂ε1/2)m∗(−1)k(r(ε)#qk(ε))(t, z, z
′)
∣∣∣
ε1/2⇒σm∗ε

1/2

and

pθm∗/2
(ε1/2, t, z, z′) :=

∑
0≤k<m∗

pθ,km∗/2
(ε1/2, t, z, z′) + ε−m∗/2Rm∗(p(ε))(t, z, z

′)

can be extended smoothly also up to ε1/2 = 0.

14



The proof, which we wish to leave to the readers, is similar to that in [7]. In the proof

of the lemma we may assume that t is in a bounded region chosen independently of ε.

But, for the study of (3.6), it is necessary to consider their behavior when 0 < t < ε−1.

Proposition 3.1.2 There is a formula

pθm/2(tε, ιε(z), ιε(z
′)) = ε−(n+1)+m/2pθm/2(t, z, z

′).(3.1.6)

In addition, for any δi > 0 (i = 1, 2), N > 0 and (A,A′), there exists a constant

Bm,k (= Bm,k,(A,A′)) > 0 and bN > 0 such that, on the domain {(ε1/2, t, z, z′) | ε > 0, 0 <

t < ε−1, |z|H ≤ δ1, |z′−1z|H ≥ δ2},∣∣∣(∂/∂z)A(∂/∂z′)A′
pθ,km/2(ε

1/2, t, z, z′)
∣∣∣(3.1.7)

≤ Bm,k

 bN tN (0 < t ≤ 1),

t−(n+1)+m/2−(|A|H+|A′|H)/2 (1 ≤ t < ε−1).

This holds canonically also in the case ε1/2 = 0 and becomes an estimate for pθ,km/2(t, z, z
′).

This proposition will be proved in §3.3 and §3.5.

3.2 The proof of Theorem 3.2

By (3.1.7) with ε1/2 = 0 and (3.1.4), pθm/2(t, z
0, 0) (m < 2n) are certainly integrable

on (0,∞). The formulas (3.4) and (3.5) come from (3.1.6) and (2.2.7). Referring to

Lemma 3.1.1, we have

ε−n

∫ 1/ε

0
dt e

−t□θ
(ε)(z0, 0) =

2n∑
m=0

ε−n+m/2

∫ 1/ε

0
dt pθm/2(t, z

0, 0)

+ ε1/2
∫ 1/ε

0
dt

∑
0≤k<2n+1

pθ,k(2n+1)/2(ε
1/2, t, z0, 0) +

∫ 1/ε

0
dt ε−nR2n+1(p(ε))(t, z

0, 0).

For the proof of (3.3), it is enough to prove the following:

Proposition 3.2.1 When ε1/2 → 0,

∫ 1/ε

0
dt pθm/2(t, z

0, 0) =


∫ ∞

0
dt pθm/2(t, z

0, 0) +O(εn−m/2) (m < 2n),

−aθn(P
0) log ε+O(1) (m = 2n),

(3.2.1)

ε1/2
∫ 1/ε

0
dt

∑
0≤k<2n+1

pθ,k(2n+1)/2(ε
1/2, t, z0, 0) = O(1),(3.2.2)

∫ 1/ε

0
dt ε−nR2n+1(p(ε))(t, z

0, 0) = O(1).(3.2.3)
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Proof of (3.2.1). By (3.1.6), in the case m/2 < n,

∂

∂ε1/2

∫ 1/ε

1
dt pθm/2(t, z

0, 0) = −2ε−3/2pθm/2(1/ε, z
0, 0)

= −2εn−m/2−1/2pθm/2(1, ιε(z
0), 0),∫ 1/ε

1
dt pθm/2(t, z

0, 0)−
∫ ∞

1
dt pθm/2(t, z

0, 0)

= ε1/2
∫ 1

0
dσ

∂
∫ 1/ε
1 dt pθm/2(t, z

0, 0)

∂ε1/2

∣∣∣
ε1/2⇒σε1/2

= O(εn−m/2)

and, in the case m/2 = n,

pθn(1, ιs(z
0), 0) = pθn(1, 0, 0) + s1/2

∫ 1

0
dσ

∂pθn(1, ιs(z
0), 0)

∂s1/2

∣∣∣
s1/2⇒s1/2σ

= pθn(1, 0, 0) +O(s1/2) (s → 0),

pθn(t, z
0, 0) = t−1pθn(1, ι1/t(z

0), 0) = t−1pθn(1, 0, 0) +O(t−3/2) (t → ∞),∫ 1/ε

1
dt pθn(t, z

0, 0) = −pθn(1, 0, 0) log ε+O(1) = −aθn(P
0) log ε+O(1).

It is easy to show that (∂/∂ε1/2)i
∫ 1/ε
1 dt pθm/2(t, z

0, 0) = O(εn−m/2−i/2), etc., for any i.

Thus we obtain (3.2.1).

Proof of (3.2.2). By (3.1.7), we have
∫ 1
0 dt

∑
0≤k<2n+1 p

θ,k
(2n+1)/2(ε

1/2, t, z0, 0) =

O(1) and∣∣∣∣∣∣ε1/2
∫ 1/ε

1
dt

∑
0≤k<2n+1

pθ,k(2n+1)/2(ε
1/2, t, z0, 0)

∣∣∣∣∣∣ ≤ C1ε
1/2

∫ 1/ε

1
dt t−(n+1)+(2n+1)/2 ≤ C2.

It is also easy to check the differentials of the left hand side of (3.2.2) by referring to

the expression (3.1.5).

Proof of (3.2.3). By (2.2.2), we have∣∣∣∣∣
∫ 1/ε

0
dtε−nR2n+1(p(ε))(t, z

0, 0)

∣∣∣∣∣ =
∣∣∣∣∣ε
∫ 1/ε

0
dtR2n+1(p)(tε, ιε(z

0), 0)

∣∣∣∣∣
≤ C(2n+ 1, 0, ∅, ∅, 0) ε

∫ 1/ε

0
dt (tε)(2n+1)/2−(n+1) ≤ C,

and the differentials are also estimated as are desired.

3.3 The proof of (3.1.6)

Considering the differentiations of (2.2.5) by ε1/2, we can show:
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Lemma 3.3.1 (cf. [7, Proposition 5.2]) We have

□θ
m/2 =

|B|=0,1,2∑
2+|C|H=|B|H+m

□θ
m/2(B,C) · z

C(∂/∂z)B (zC := zC1 · · · zC|C|),

where □θ
m/2(B,C) is a constant.

By recalling the definition, (3.1.6) with m = 0 is correct. If (3.1.6) with m = m

holds, then, by Lemma 3.3.1,

(□θ
m1/2

pθm/2)(tε, ιε(z), ιε(z
′)) = εm1/2−1□θ

m1/2
(pθm/2(tε, ιε(z), ιε(z

′)))

= ε−(n+2)+(m1+m)/2 (□θ
m1/2

pθm/2)(t, z, z
′).

Hence, (3.1.6) can be shown inductively.

3.4 Change of variables：preparation for the proof of (3.1.7)

We will examine the integrand of (3.1.5). For the sake of the differentiation by

ε1/2, it will be better to regard (−1)k(r(ε)#qk(ε))(t, z, z
′) as a function of the variables

(t,Θ◦(ε)(z′, z), z′), etc. We will describe the features of the changes of variables (z′, z) ⇌
(z′,Θ◦(ε)), etc., which has been examined roughly in [7, §6.3]. Since we intend to estimate

pθ,km/2(ε
1/2, t, z, z′) when 0 < t < ε−1, we will describe the changes more in detail here.

Referring to (2.2.1) around, we assume that the domain of the function Θ◦(z′, z) is

{(z′, z) ∈ Hn ×Hn | |w(z′)| < 2r, |w(z)| < 2r} (if ◦ = M), {(z′, z) ∈ Hn ×Hn | |w(z′)| >
r, |w(z)| > r} (if ◦ = H).

Lemma 3.4.1 The changes (z′, z′−1z) ⇌ (z′,Θ◦(z′, z)) have quasi-bounded finite

sum expressions

(z′,Θ◦)A =
∑

|(C,D)|H≥|A|H

(z′, z′−1z)(C,D)h(z′, z′−1z) = (z′, z′−1z)A +
∑

|(C,D)|H>|A|H

,

(z′, z′−1z)B =
∑

|(C,D)|H≥|B|H

(z′,Θ◦)(C,D)h(z′,Θ◦) = (z′,Θ◦)B +
∑

|(C,D)|H>|B|H

,

where the functions h are different from each other in general. The modifier “quasi-

bounded ” means that each function h(z′, z′−1z) (and each h(z′,Θ◦)) is quasi-bounded in

the sense: it is bounded and each (high order) differential is described as ∂h(z′,z′−1z)
∂(z′,z′−1z)B

=∑
(z′, z′−1z)(C,D)h(z′, z′−1z), etc., where again each h(z′, z′−1z) on the right hand side is

bounded and so forth, successively. A quasi-bounded h(z′, z′−1z) is also quasi-bounded as

a function of (z′,Θ◦), and so is the converse. Further, also the (high order) differentials
∂(z′,Θ◦)A

∂(z′,z′−1z)B
, ∂(z′,z′−1z)B

∂(z′,Θ◦)A
, etc., have quasi-bounded finite sum expressions.
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Proof. In the case ◦ = M the lemma is obvious because the domain of ΘM is

bounded (see also [7, (2.15)]). In the case ◦ = H, ΘH has a quasi-bounded finite sum

expression

ΘH
A (z′, z) = (w(z′)−1w(z))A = w(z′−1z)A +

∑
z′C(z

′−1z)Dh(z, z
′−1z)

= (z′−1z)A +
∑

|(C,D)|H>|A|H

(z′, z′−1z)(C,D)h(z′, z′−1z).

Each (high order) differential of w(z) by z is bounded ([7, (3.13)]). Note that a differen-

tial of w(z′)−1w(z) = w(z′)−1w(z′ + E(−z′)(z′−1z)) by (z′, z′−1z) has such a divergent

part as (z′, z′−1z)(C,D) in general. Similarly, (z′−1z) = E(z′)(w−1(w(z′)ΘH) − z′) also

has such an expression.

By (2.1.5), the changes (z′, z) ⇌ (z′, z′−1z) also have quasi-bounded finite sum ex-

pressions

(z′, z′−1z)A = (z′, E(z′)(z − z′))A =
∑

|(C,D)|H≥|A|H

(z′, z)(C,D)h(z′, z),

(z′, z)B = (z′, z′ + E(−z′)(z′−1z))B =
∑

|(C,D)|H≥|B|H

(z′, z′−1z)(C,D)h(z′, z′−1z),

which, together with Lemma 3.4.1, imply such expressions

(z′,Θ◦)A =
∑

|(C,D)|H≥|A|H

(z′, z)(C,D)h(z′, z),

(z′, z)B =
∑

|(C,D)|H≥|B|H

(z′,Θ◦)(C,D)h(z′,Θ◦).

Hence we obtain:

Proposition 3.4.2 (cf. [7, §6.3]) The changes (z′, z) ⇌ (z′,Θ◦(ε)) has quasi-

bounded finite sum expressions

(z′,Θ◦(ε))A =
∑

|(C,D)|H≥|A|H

ε|(C,D)|H/2−|A|H/2(z′, z)(C,D)h(ιε(z
′), ιε(z)),

(z′, z)B =
∑

|(C,D)|H≥|B|H

ε|(C,D)|H/2−|B|H/2(z′,Θ◦(ε))(C,D)h(ιε(z
′), ιεΘ

◦(ε)).

Here, “quasi-bounded ” means that functions h(z′, z) (not h(ιε(z
′), ιε(z))), etc., are quasi-

bounded. A quasi-bounded h(z′, z) is also quasi-bounded as a function of (z′,Θ◦(ε)), and

so is the converse. The (high order) differentials also have quasi-bounded finite sum

expressions such as

∂(z′,Θ◦(ε))A
∂(z′, z)B

=
∑

|(C,D)|H≥|A|H−|B|H

ε|(C,D)|H/2−(|A|H−|B|H)/2

× (z′, z)(C,D)h(ιε(z
′), ιε(z)),

∂(z′, z)B
∂(z′,Θ◦(ε))A

=
∑

|(C,D)|H≥|B|H−|A|H

ε|(C,D)|H/2−(|B|H−|A|H)/2

× (z′,Θ◦(ε))(C,D)h(ιε(z
′), ιεΘ

◦(ε)).
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Further, so have the other changes, fixing one of the variables and alternating the other

with some variable, such as (z′, z) ⇌ (z,Θ◦(ε)), (z′,Θ◦(ε)) ⇌ (z,Θ◦(ε)), etc., and also

their composites

3.5 The proof of (3.1.7)

We want to differentiate by ε1/2 the functions ρ◦(ιε(z
′), ιε(z))K(ι1/tΘ

◦(ε)(z′, z)) ap-

pearing in (3.1.1), (3.1.2). By Proposition 3.4.2, we have:

Lemma 3.5.1 Let K(Θ) be a rapidly decreasing function and h(z′, z) be a quasi-

bounded function (defined on the region of Θ◦). Then we have a quasi-bounded finite

sum expression

(∂/∂ε1/2)m(h(ιε(z
′), ιε(z)) · K(ι1/tΘ

◦(ε)(z′, z)))(3.5.1)

=
∑

(|(C,D)|H−|B|H)−m≥0

ε(|(C,D)|H−|B|H)/2−m/2

× zC(∂/∂z)B(h(ιε(z
′), ιε(z)) · (Θ◦(ε))DK(ι1/tΘ

◦(ε))),

(that is, the functions h(z′, z) on the right hand side are quasi-bounded). Also we have

such expressions

z′C
′
(∂/∂z′)B

′
(h(ιε(z

′), ιε(z)) · (Θ◦(ε))D
′K(ι1/tΘ

◦(ε)))(3.5.2)

=
∑

(|(C,D)|H−|B|H)−(|(C′,D′)|H−|B′|H)≥0

ε(|(C,D)|H−|B|H)/2−(|(C′,D′)|H−|B′|H)/2

× zC(∂/∂z)B(h(ιε(z
′), ιε(z)) · (Θ◦(ε))DK(ι1/tΘ

◦(ε)))

=
∑

(|(C,D)|H−|B|H)−(|(C′,D′)|H−|B′|H)≥0

ε(|(C,D)|H−|B|H)/2−(|(C′,D′)|H−|B′|H)/2

× h(ιε(z
′), ιε(z)) z

C(∂/∂z)B((Θ◦(ε))DK(ι1/tΘ
◦(ε))).

Further, we have similar expressions, replacing zC(∂/∂z)B with zC(∂/∂Θ◦(ε))B, etc.

Proof. As for (3.5.1): Using the changes (z′, z) ⇌ (z,Θ◦(ε)), we have

(∂/∂ε1/2)h(ιε(z
′), ιε(z)) =

∑
ε(|(C,D)|H−1)/2zDh1(ιε(z

′), ιε(z))z
′C

=
∑

ε(|(C,D)|H−1)/2zDh1(ιε(z
′), ιε(z))

× ε(|(C1,D1)|H−|C|H)/2(z,Θ◦(ε))(C1,D1)h2(ιε(z), ιεΘ
◦(ε))

=
∑

|(C,D)|H−1≥0

ε(|(C,D)|H−1)/2zCh(ιε(z
′), ιε(z)) · (Θ◦(ε))D

and

(∂/∂ε1/2)K(ι1/tΘ
◦(ε)(z′, z)) =

∂Θ
◦(ε)
A

∂ε1/2
· ∂

∂Θ
◦(ε)
A

K(ι1/tΘ
◦(ε))
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=
∑

ε(|(C1,D1)|H−|A|H−1)/2(z′,Θ◦(ε))(C1,D1)h1(ιε(z
′), ιεΘ

◦(ε))
∂

∂Θ
◦(ε)
A

K(ι1/tΘ
◦(ε))

=
∑

ε(|(C2,D2)|H−|B2|H−1)/2

× z′C2(∂/∂Θ◦(ε))B2(h2(ιε(z
′), ιεΘ

◦(ε)) · (Θ◦(ε))D2K(ι1/tΘ
◦(ε)))

(∗)
=

∑
ε(|(C

′
3,C3,D3)|H−|B3|H−1)/2

× zC3(∂/∂z)B3(z′C
′
3h3(ιε(z

′), ιε(z)) · (Θ◦(ε))D3K(ι1/tΘ
◦(ε)))

=
∑

ε(|(C4,D4,C3,D3)|H−|B3|H−1)/2zC3(∂/∂z)B3((z,Θ◦(ε))(C4,D4)

× h4(ιε(z), ιεΘ
◦(ε))h3(ιε(z

′), ιε(z)) · (Θ◦(ε))D3K(ι1/tΘ
◦(ε)))

=
∑

|(C,D)|H−|B|H−1≥0

ε(|(C,D)|H−|B|H−1)/2

× zC(∂/∂z)B(h(ιε(z
′), ιε(z)) · (Θ◦(ε))DK(ι1/tΘ

◦(ε))),

where, at
(∗)
=, we use the changes (z′, z) ⇌ (z′,Θ◦(ε)). Hence, (3.5.1) with m = 1 is

correct and, for general m, it can be shown inductively. As for (3.5.2): Again, using

the changes (z′, z) ⇌ (z,Θ◦(ε)), we have

z′C
′
(∂/∂z′)B

′
(h(ιε(z

′), ιε(z)) · (Θ◦(ε))D
′K(ι1/tΘ

◦(ε)))

= z′C
′ ∑

ε|(C
′
1,D′

1)|H/2−(|D′′
1 |H−|B′|H)/2(z,Θ◦(ε))(C

′
1,D′

1)h1(ιε(z), ιεΘ
◦(ε))

× (∂/∂Θ◦(ε))D
′′
1 (h(ιε(z), ιεΘ

◦(ε)) · (Θ◦(ε))D
′K(ι1/tΘ

◦(ε)))

= z′C
′ ∑

ε|(C
′
2,D′

2)|H/2−(|D′′
2 |H−|B′|H)/2

× (∂/∂Θ◦(ε))D
′′
2 ((z,Θ◦(ε))(C

′
2,D′

2)h2(ιε(z), ιεΘ
◦(ε)) · (Θ◦(ε))D

′K(ι1/tΘ
◦(ε)))

= z′C
′ ∑

ε|(C
′
3,D′

3)|H/2−(|D′′
2 |H−|B′|H)/2

× (∂/∂Θ◦(ε))D
′′
2 ((z′,Θ◦(ε))(C

′
3,D′

3)h3(ιε(z
′), ιεΘ

◦(ε)) · (Θ◦(ε))D
′K(ι1/tΘ

◦(ε)))

=
∑

ε(|(C
′
4,D′

4)|H−|D′′
4 |H)/2−(|(C′,D′)|H−|B′|H)/2

× z′C
′
4(∂/∂Θ◦(ε))D

′′
4 (h4(ιε(z

′), ιεΘ
◦(ε)) · (Θ◦(ε))D

′
4K(ι1/tΘ

◦(ε)))

=
∑

(|(C,D)|H−|B|H)−(|(C′,D′)|H−|B′|H)≥0

ε(|(C,D)|H−|B|H)/2−(|(C′,D′)|H−|B′|H)/2

× zC(∂/∂z)B(h3(ιε(z
′), ιε(z)) · (Θ◦(ε))DK(ι1/tΘ

◦(ε))).

Thus we get the first expression. The second one is shown by

ε−|B1|H/2(∂/∂z)B1(h(ιε(z
′), ιε(z))) = ε|(C1,D1)|H/2z′C1zD1h(ιε(z

′), ιε(z))

= ε|(C2,D2)|H/2(z,Θ◦(ε))(C2,D2)h2(ιε(z
′), ιε(z)),

etc. Other expressions are similarly shown.

In general, let K(Θ) be rapidly decreasing, h(z′, z) = h◦(z
′, z) be a quasi-bounded

function (defined on the domain of Θ◦) and let us set

kb(ε1/2, t, z, z′) = t−(n+2)+b/2h(ιε(z
′), ιε(z))K(ι1/tΘ

◦(ε)(z′, z)),
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called an (ε)-kernel of type b. Then, referring to (3.1.3) and (3.5.1), we have a finite

sum expression

(∂/∂ε1/2)m(−1)k(r(ε)#qk(ε))(t, z, z
′)(3.5.3)

=
∑

ε(
∑

i>0 bi−m∗)/2+
∑

(|(Cj ,Dj)|H−|Bj |H−mj)/2

× zC0(∂/∂z)B0kb0+|D0|H (ε1/2)# · · ·#zCk(∂/∂z)Bkkbk+|Dk|H (ε1/2),

where b0 = 2 and # = #θH . Here we take non-negative integers m∗,m0, . . . .mk sat-

isfying m∗ +
∑

mj = m and
∑

i>0 bi − m∗ ≥ 0, take, for each mj , a finite number of

zCj (∂/∂z)Bjkbj+|Dj |H (ε1/2) (|(Cj ,Dj)|H − |Bj |H − mj ≥ 0), and sum up all the terms

made of them, where the quasi-bounded functions hj(z
′, z) = h◦j(z

′, z) appearing in the

(ε)-kernels kbj+|Dj |H (ε1/2, z, z′) (j ≥ 1) have supports contained in {(z′, z) ∈ Hn ×Hn |
|z|H ≤ r0}.

Proposition 3.5.2 Suppose kbi(ε1/2) are (ε)-kernels of types bi (≥ 1), where the

supports of the corresponding quasi-bounded functions hi(z
′, z) (i ≥ 2) are contained in

{(z′, z) ∈ Hn ×Hn | |z|H ≤ r0}. Then zC1(∂/∂z)B1kb1(ε1/2)# · · ·#zCj (∂/∂z)Bjkbj (ε1/2)

is well-defined, and there exists constants B(ℓ) > 0 (ℓ = 0 or ℓ ≥ 2n + 2) and C > 0

such that, when 0 < t < ε−1,∣∣∣(zC1(∂/∂z)B1kb1(ε1/2)# · · ·#zCj (∂/∂z)Bjkbj (ε1/2))(t, z, z′)
∣∣∣(3.5.4)

≤ B(ℓ) t
∑

(|Ci|H−|Bi|H)/2+
∑

bi/2+ℓ/2−(n+2)δ(ε)(z′, z)−ℓ
∑

|ι1/t(z)E|,∥∥∥(zC1(∂/∂z)B1kb1(ε1/2)# · · ·#zCj (∂/∂z)Bjkbj (ε1/2))(t, z, z′)
∥∥∥
L1(z′)

(3.5.5)

≤ C t
∑

(|Ci|H−|Bi|H)/2+
∑

bi/2−1
∑

|ι1/t(z)E|,

where we set δ(ε)(z′, z) = ε−1/2|w(ιε(z′))−1w(ιε(z))|H (see (2.2.2)). Here
∑

|ι1/t(z)E| is
a finite sum independent of ℓ, which can be chosen to be 1 when (Ci,Bi) = (∅, ∅) for

all i. The norm ∥· · ·∥L1(z′) is the L1-norm with respect to the variable z′, and another

one ∥· · ·∥L1(z) is similarly estimated too. All the estimates hold canonically up to ε = 0

(hence, ε−1 = ∞ and δ(0)(z′, z) = |z′−1z|H).

Proof. Let us show (3.5.4)ℓ=0 and (3.5.5) by inductive argument. By Lemma 3.5.1,

zC1(∂/∂z)B1(t−(n+2)+b1/2h1(ιε(z
′), ιε(z))K(ι1/tΘ

◦(ε)))(3.5.6)

=
∑

ε(|(C,D)|H−|B|H)/2−(|C1|H−|B1|H)/2t−(n+2)+b1/2

× h(ιε(z), ιεΘ
◦(ε))zC(∂/∂Θ◦(ε))B((Θ◦(ε))DK(ι1/tΘ

◦(ε)))

=
∑

(|(C,D)|H−|B|H)−(|C1|H−|B1|H)≥0

(tε)(|(C,D)|H−|B|H)/2−(|C1|H−|B1|H)/2

× t(|C1|H−|B1|H)/2+b1/2−(n+2)ι1/t(z)
C

× h(ιε(z), ιεΘ
◦(ε))(∂/∂ι1/tΘ

◦(ε))B((ι1/tΘ
◦(ε))DK(ι1/tΘ

◦(ε))).
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Hence, (3.5.4)ℓ=0 with j = 1 holds. As for the volume element dV = dVθH = (
√
−1)n

2

dz0 ∧ dz1 ∧ · · · ∧ dzn ∧ dz1̄ ∧ · · · ∧ dzn̄, we have

t−(n+2)dV (z′) = t−(n+2)dV (Θ◦(ε))

× det
(∑

ε|(C,D)|H/2−(|A|H−|B|H)/2(z,Θ◦(ε))(C,D)h(ιε(z), ιεΘ
◦(ε))

)
AB

= t−1dV (ι1/tΘ
◦(ε)) ·

∑
(tε)|(C,D)|H/2 (ι1/t(z), ι1/tΘ

◦(ε))(C,D)h(ιε(z), ιεΘ
◦(ε)).

Thus, also (3.5.5) with j = 1 holds. Next, by (3.5.2) and integration by parts, and then

by (3.5.6),

(zC1(∂/∂z)B1kb1(ε1/2)# · · ·# zCj (∂/∂z)Bjkbj (ε1/2))(t, z, z′)

=
∑

(|C|H+
∑

|Di|H−|A|H)−
∑

(|Ci|H−|Bi|H)≥0

ε(|C|H+
∑

|Di|H−|A|H)/2−
∑

(|Ci|H−|Bi|H)/2

× zCkb1+|D1|H−|A|H (ε1/2)#kb2+|D2|H (ε1/2)# · · ·#kbj+|Dj |H (ε1/2)

=
∑

(|C|H+
∑

|Di|H−|A|H)−
∑

(|Ci|H−|Bi|H)≥0

ε(|C|H+
∑

|Di|H−|A|H)/2−
∑

(|Ci|H−|Bi|H)/2

× zCkb1+|D1|H (ε1/2)#kb2+|D2|H−|A|H (ε1/2)# · · ·#kbj+|Dj |H (ε1/2),

so that

(zC1(∂/∂z)B1kb1(ε1/2)# · · ·# zCj (∂/∂z)Bjkbj (ε1/2))(t, z, z′)

=
∑

ε(|C|H+
∑

|Di|H−|A|H)/2−
∑

(|Ci|H−|Bi|H)/2zC

×
{∫ t/2

0
ds

∫
dV (z′′)(kb1+|D1|H−|A|H (ε1/2))(t− s, z, z′′)

× (kb2+|D2|H (ε1/2)# · · ·#kbj+|Dj |H (ε1/2))(s, z′′, z′)

+

∫ t

t/2
ds

∫
dV (z′′)(kb1+|D1|H (ε1/2))(t− s, z, z′′)

× (kb2+|D2|H−|A|H (ε1/2)# · · ·#kbj+|Dj |H (ε1/2))(s, z′′, z′)
}
.

Hence, (3.5.4)ℓ=0 and (3.5.5) in the general case are proved inductively in a manner

similar to the proofs of [7, (4.15)ℓ=0 and (4.14)]. Indeed, if they hold when j = 1, . . . , j−
1, then∣∣∣(zC1(∂/∂z)B1kb1(ε1/2)# · · ·# zCj (∂/∂z)Bjkbj (ε1/2))(t, z, z′)

∣∣∣(3.5.7)

≤
∑

ε(|C|H+
∑

|Di|H−|A|H)/2−
∑

(|Ci|H−|Bi|H)/2|zC|

×
{∫ t/2

0
dsmax

z′′

∣∣∣(kb1+|D1|H−|A|H (ε1/2))(t− s, z, z′′)
∣∣∣

×
∥∥∥(kb2+|D2|H (ε1/2)# · · ·#kbj+|Dj |H (ε1/2))(s, z′′, z′)

∥∥∥
L1(z′′)
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+

∫ t

t/2
ds

∥∥∥(kb1+|D1|H (ε1/2))(t− s, z, z′′)
∥∥∥
L1(z′′)

× max
z′′

∣∣∣(kb2+|D2|H−|A|H (ε1/2)# · · ·#kbj+|Dj |H (ε1/2))(s, z′′, z′)
∣∣∣ }

≤
∑

ε(|C|H+
∑

|Di|H−|A|H)/2−
∑

(|Ci|H−|Bi|H)/2|zC|

×
{∫ t/2

0
dsB(0)(t− s)(b1+|D1|H−|A|H)/2−(n+2)Cs

∑
i>1(bi+|Di|H)/2−1

+

∫ t

t/2
dsC(t− s)(b1+|D1|H)/2−1B(0)s(b2+|D2|H−|A|H)/2+

∑
i>2(bi+|Di|H)/2−(n+2)

}
≤

∑
|zC|ε(|C|H+

∑
|Di|H−|A|H)/2−

∑
(|Ci|H−|Bi|H)/2t

∑
(bi+|Di|H)/2−|A|H/2−(n+2)

× B(0)C
{∫ 1/2

0
dσ (1− σ)(b1+|D1|H−|A|H)/2−(n+2)σ

∑
i>1(bi+|Di|H)/2−1

+

∫ 1

1/2
dσ (1− σ)(b1+|D1|H)/2−1σ(b2+|D2|H−|A|H)/2+

∑
i>2(bi+|Di|H)/2−(n+2)

}
≤ B′(0)|zC| · (tε)(|C|H+

∑
|Di|H−|A|H)/2−

∑
(|Ci|H−|Bi|H)/2

× t
∑

(|Ci|H−|Bi|H)/2+
∑

bi/2−(n+2)−|C|H/2.

Thus (3.5.4)ℓ=0 with j = j holds. (3.5.4)ℓ≥2n+2 is also proved similarly (refer to [7,

(4.15)ℓ≥2n+2]). Indeed, we take a constant γ ≥ 1 such that the inequality |w′−1w|H ≤
γ(|w′′−1w|H + |w′−1w′′|H) holds, and put δ̃ = δ(ε)(z′, z) and Bδ̃/2γ = Bδ̃/2γ(z) = {z′′ ∈
Hn | δ(ε)(z, z′′) < δ̃/2γ} (hence, if z′′ ∈ Bδ̃/2γ , then δ(ε)(z′′, z′) ≥ δ̃/2γ). Instead of

(3.5.7), under a similar inductive assumption here we consider∣∣∣(zC1(∂/∂z)B1kb1(ε1/2)# · · ·# zCj (∂/∂z)Bjkbj (ε1/2))(t, z, z′)
∣∣∣

≤
∑

ε(|C|H+
∑

|Di|H−|A|H)/2−
∑

(|Ci|H−|Bi|H)/2|zC|

×
{∫ t/2

0
ds max

z′′∈Hn−Bδ̃/2γ

∣∣∣(kb1+|D1|H−|A|H (ε1/2))(t− s, z, z′′)
∣∣∣

×
∥∥∥(kb2+|D2|H (ε1/2)# · · ·#kbj+|Dj |H (ε1/2))(s, z′′, z′)

∥∥∥
L1(z′′∈Hn−Bδ̃/2γ)

+

∫ t/2

0
ds

∥∥∥(kb1+|D1|H−|A|H (ε1/2))(t− s, z, z′′)
∥∥∥
L1(z′′∈Bδ̃/2γ)

× max
z′′∈Bδ̃/2γ

∣∣∣(kb2+|D2|H (ε1/2)# · · ·#kbj+|Dj |H (ε1/2))(s, z′′, z′)
∣∣∣

+

∫ t

t/2
ds max

z′′∈Hn−Bδ̃/2γ

∣∣∣(kb1+|D1|H (ε1/2))(t− s, z, z′′)
∣∣∣

×
∥∥∥(kb2+|D2|H−|A|H (ε1/2)# · · ·#kbj+|Dj |H (ε1/2))(s, z′′, z′)

∥∥∥
L1(z′′∈Hn−Bδ̃/2γ)

+

∫ t

t/2
ds

∥∥∥(kb1+|D1|H (ε1/2))(t− s, z, z′′)
∥∥∥
L1(z′′∈Bδ̃/2γ)

× max
z′′∈Bδ̃/2γ

∣∣∣(kb2+|D2|H−|A|H (ε1/2)# · · ·#kbj+|Dj |H (ε1/2))(s, z′′, z′)
∣∣∣ }
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≤
∑

|zE|
∫ t/2

0
ds
{
B(ℓ)(t− s)(|D1|H−|F|H+b1)/2+ℓ/2−(n+2)δ̃−ℓCs

∑
i≥2(|Di|H+bi)/2−1

+ C(t− s)(|D1|H−|F|H+b1)/2−1B(ℓ)s
∑

i≥2(|Di|H+bi)/2+ℓ/2−(n+2)δ̃−ℓ
}

+
∑

|zE|
∫ t

t/2
ds
{
B(ℓ)(t− s)(|D1|H+b1)/2+ℓ/2−(n+2)δ̃−ℓCs

∑
i≥2(|Di|H−|Fi|H+bi)/2−1

+ C(t− s)(|D1|H+b1)/2−1B(ℓ)s
∑

i≥2(|Di|H−|Fi|H+bi)/2+ℓ/2−(n+2)δ̃−ℓ
}
,

which can be estimated desirably.

Proof of (3.1.7). By (3.5.3) and (3.5.4),∣∣∣(∂/∂z)A(∂/∂z′)A′
(∂/∂ε1/2)m(−1)k(r(ε)#qk(ε))(t, z, z

′)
∣∣∣

≤ B
∑

ε(
∑

i>0 bi−m∗)/2+
∑

(|(Cj ,Dj)|H−|Bj |H−mj)/2+|(A,A′)|H/2

× t
∑

(|Cj |H−|Bj |H)/2+
∑

(bj+|Dj |H)/2+ℓ/2−(n+2)δ(ε)(z′, z)−ℓ
∑

|ι1/t(z)E|

= tm/2−(n+1)−|(A,A′)|H/2+ℓ/2δ(ε)(z′, z)−ℓ
∑

|ι1/t(z)E|

× B
∑

(tε)(
∑

i>0 bi−m∗)/2+
∑

(|(Cj ,Dj)|H−|Bj |H−mj)/2+|(A,A′)|H/2.

Hence, referring to the formula (3.1.5), we obtain (3.1.7).

4 CR conformal Green function and the local coefficient

aθn(P )

In this section, following the idea due to Parker-Rosenberg [8, Theorem 2.1], we will

show that the coefficient aθn(P ) is a pointwise CR conformal (scalar) invariant of weight

2n, that is, dVθ(P ) aθn(P ) is such an invariant of weight −2.

Let us consider the k/(2n + 2)-density bundle Lk = | ∧2n+1 T ∗M |k/(2n+2) with the

trivialization iθ,k : Lk ∼= M × R, |dVθ(P )|k/(2n+2) 7→ (P, 1). By (1.2), we obtain a

Laplacian □[θ] : Γ(Ln) → Γ(Ln+2) which depends only on the CR conformal class, and

a commutative diagram

Γ(Ln)
□[θ]

−−−→ Γ(Ln+2)

iθ,n

y∼= ∼=
yiθ,n+2

C∞(M)
□θ

−−−→ C∞(M)

for each θ in the CR conformal class. On the other hand, in general it is not correct

that an operator G̃θ : Γ(Ln+2) → Γ(Ln) which makes the diagram

Γ(Ln+2)
G̃θ

−−−→ Γ(Ln)

iθ,n+2

y∼= ∼=
yiθ,n

C∞(M)
Gθ

−−−→ C∞(M)
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commutative depends only on the class. But we have:

Proposition 4.1 For each e2fθ, let us consider a function Ge2f θ which makes the

diagram

C∞(M)
G

e2f θ−−−→ C∞(M)

iθ,n+2◦ i−1

e2f θ,n+2

y∼= ∼=
yiθ,n◦ i−1

e2f θ,n

C∞(M)
Gθ

−−−→ C∞(M)

commutative, that is, set Ge2fθ(P, P
′) = e−n(f(P )+f(P ′))Gθ(P, P ′). Then

Ge2fθ(P, P ′) = Ge2f θ(P, P
′) +O∞,(4.1)

which means that, modulo O∞ the function G̃θ depends only on the class [θ]. In partic-

ular, if ker□θ = {0}, then Ge2fθ(P, P ′) = Ge2f θ(P, P
′), that is, the function G̃θ depends

only on the class in the original meaning.

Proof. We have

ker□θ ∼= ker□e2f θ, ϕ 7→ e−nfϕ = (ie2fθ,n ◦ i−1
θ,n)ϕ,

(ker□θ)⊥(θ) ∼= (ker□e2fθ)⊥(e2fθ), ϕ 7→ e−(n+2)fϕ = (ie2fθ,n+2 ◦ i−1
θ,n+2)ϕ

(4.2)

and□e2fθ◦Ge2fθ = I−e−(n+2)f◦πθ◦e(n+2)f , which imply□e2f θ◦Ge2f θ = □e2f θ◦Ge2fθ = I

on (ker□e2f θ)⊥(e2f θ), i.e., (Ge2fθ −Ge2fθ)(ker□e2fθ)⊥(e2f θ) ⊂ ker□e2fθ. Putting □e2fθ =∑
λ̃iϕ̃i ⊗ ϕ̃i in a manner similar to (3.1), hence we have

(Ge2fθ −Ge2fθ)
∣∣∣
(ker□e2f θ)⊥(e2f θ)

=
∑
λ̃i=0

ϕ̃i(P )⊗
∫

dṼ (Q)Ge2fθ(P
′, Q) ϕ̃i(Q),

where dṼ := dVe2f θ. On the other hand, obviously we have

(Ge2fθ −Ge2fθ)
∣∣∣
ker□e2f θ

=
∑
λ̃i=0

∫
dṼ (Q)Ge2f θ(P,Q) ϕ̃i(Q)⊗ ϕ̃i(P

′).

Thus, we obtain

Ge2f θ(P, P
′)−Ge2fθ(P, P ′)

=
∑
λ̃i=0

{
ϕ̃i(P )

∫
dṼ (Q)Ge2fθ(P

′, Q) ϕ̃i(Q) + ϕ̃i(P
′)

∫
dṼ (Q)Ge2fθ(P,Q) ϕ̃i(Q)

}
−

∑
λ̃i=λ̃j=0

ϕ̃i(P ) ϕ̃j(P
′)

∫∫
dṼ (Q) dṼ (Q′)Ge2fθ(Q,Q′) ϕ̃i(Q) ϕ̃j(Q

′),

which is certainly smooth.

Theorem 4.2 We have ae
2f θ
n (P 0) = e−2nf(P 0)aθn(P

0), that is, the coefficient aθn(P
0)

is a CR conformal (scalar) invariant of weight 2n.
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Proof. Changing θ to θ̃ = e2fθ transforms ξ• to ξ̃• = ξ• · U• with ξ̃0 = e−2f{ξ0 −
2iξβ̄(f)ξβ + 2iξβ(f)ξβ̄} and ξ̃α = e−fξα. Let z̃ be ∇θ̃-normal coordinates defined by

exp∇
θ̃
(ξ̃•(P

0) · z̃•(P )) = P . We take a curve c(ε) = ιε(z
0) (0 ≤ ε ≤ 1) in the coordinates

z, and set c̃(ε) = (z̃ ◦ z−1)(c(ε)), ε̃ = ε̃(ε) = |c̃(ε)|2H and c̃(ε) = ιε̃(c̃(ε)
0). By (4.1) and

(3.3), the function Gθ̃ can be described in the coordinates z, z̃ as

Gθ̃(c(ε), 0) = e−n(f(c(ε))+f(P 0))Gθ(c(ε), 0) +O∞(4.3)

=
∑

0≤m<2n

ε−n+m/2

∫ ∞

0
dt p

(θ̃)
m/2(t, z

0, 0)− e−2nf(P 0)aθn(P
0) log ε+O(1),

Gθ̃(c̃(ε), 0) =
∑

0≤m<2n

ε̃−n+m/2

∫ ∞

0
dt pθ̃m/2(t, c̃(ε)

0, 0)− aθ̃n(P
0) log ε̃+ Õ(1),(4.4)

where O∞ = O∞(ε1/2) is a function smooth up to ε1/2 = 0. (We could describe the

functions p
(θ̃)
m/2(t, z

0, 0) concretely.) If we change (4.4) to an expansion relative to the

variable ε, we obtain the expansion (4.3). We examine the coordinate change. Let us set

c̃A(ε) = (z̃◦z−1)A(ιε(z
0)) =

∑
C̃AB(ε

1/2)·ιε(z0)B. Then C̃•(0) =
∂(z̃◦z−1)•

∂z•
(0) = U•(0)

−1

because of ξ̃• = ξ• ·U• and (2.1.1) for ξ• and ξ̃•. Hence, c̃•(ε) = ι
e2f(P

0)ε
(z0 + ε1/2O∞)•,

ε̃ = ε{e2f(P 0) + ε1/2O∞} and

ε̃−n+m/2

∫ ∞

0
dt pθ̃m/2(t, c̃(ε)

0, 0) =

∫ ∞

0
dt pθ̃m/2(t, c̃(ε), 0)

= ε−n+m/2 · e(−2n+m)f(P 0)

∫ ∞

0
dt pθ̃m/2(t, z

0 + ε1/2O∞, 0)

= ε−n+m/2 · e(−2n+m)f(P 0)
{∫ ∞

0
dt pθ̃m/2(t, z

0, 0) + ε1/2O∞

}
.

Note that, to obtain the last expression, we use (3.1.7). Consequently we have

Gθ̃(c̃(ε), 0) =
∑

0≤m<2n

ε−n+m/2 · e(−2n+m)f(P 0)
{∫ ∞

0
dt pθ̃m/2(t, z

0, 0) + ε1/2O∞

}
− aθ̃n(P

0)
{
log ε+ log (e2f(P

0) + ε1/2O∞)
}
+O(1),

which, compared with (4.3), implies aθ̃n(P
0) = e−2nf(P 0)aθn(P

0).

5 The global coefficient
∫
M dVθ(P )aθn+1(P ) and the zeta func-

tion

In the Riemannian case Parker-Rosenberg [8, §3 and §5] investigated the zeta function

to get global conformal invariants. We will present here the corresponding study in the

contact Riemannian case.
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First, we will show that
∫
M dVθ(P )aθn+1(P ) is a CR conformal invariant, by computing

the variation of the functional f 7→
∫
dVe2fθ(P )ae

2f θ
k (P ). It will be troublesome that the

volume element varies together, so that we consider the operator

□(θ,f) := e(n+1)f ◦□e2fθ ◦ e−(n+1)f = e−f ◦□θ ◦ e−f acting on L2(M,dVθ).

If we express □e2fθ acting on L2(M,dVe2fθ) as □e2fθ =
∑

λ̃i ϕ̃i ⊗ ϕ̃
∗(e2f θ)
i , then we have

□(θ,f) =
∑

λ̃i e
(n+1)f ϕ̃i ⊗ (e(n+1)f ϕ̃i)

∗(θ). Further, the heat kernel e−t□(θ,f)
(P, P ′) =

e(n+1)(f(P )+f(P ′))e−t□e2f θ
(P, P ′) has an asymptotic expansion

e−t□(θ,f)
(P, P ) ∼

∞∑
k=0

t−(n+1)+ka
(θ,f)
k (P ), a

(θ,f)
k (P ) = e(2n+2)f(P )ae

2fθ
k (P )

and, hence,
∫
dVθ(P )a

(θ,f)
k (P ) =

∫
dVe2fθ(P )ae

2fθ
k (P ). Thus, it is enough to compute

the variation of f 7→
∫
dVθ(P )a

(θ,f)
k (P ). The study in §2 (with some extra argument)

implies that the functions e−t□(θ,δf)
(P, P ′) and a

(θ,δf)
k (P ) are also smooth with respect

to δ near δ = 0 and there is an asymptotic expansion

d

dδ

∣∣∣
δ=0

e−t□(θ,δf)
(P, P ) ∼

∞∑
m=0

t−(n+1)+m/2 d

dδ

∣∣∣
δ=0

a
(θ,δf)
k (P ).

Hence, it follows that
∫ 1
0 dt ts−1

∫
dVθ(P ) d

dδ

∣∣∣
δ=0

e−t□(θ,δf)
(P, P ) is analytic for Re s ≫ 0

and has a meromorphic continuation to C with only simple poles at s = n + 1 − k

(k = 0, 1, . . .) and

Res
s=n+1−k

∫ 1

0
dt ts−1

∫
M
dVθ(P )

d

dδ

∣∣∣
δ=0

e−t□(θ,δf)
(P, P ) =

d

dδ

∣∣∣
δ=0

∫
M
dVθ(P ) a

(θ,δf)
k (P ).(5.1)

By calculating the left hand side, we know:

Theorem 5.1 We have

d

dδ

∣∣∣
δ=0

∫
M

dVθ(P ) a
(θ,δf)
k (P ) = 2(n+ 1− k)

∫
M

dVθ(P ) f(P )aθk(P ).

In particular,
∫
M dVθ(P )aθn+1(P ) is a CR conformal invariant.

Proof. It follows from an argument similar to [8, Lemma 1.1] that there is a varia-

tional formula

d

dδ

∣∣∣
δ=0

e−t□(θ,δf)
(P, P ′) = −

∫ t

0
ds

∫
M

dVθ(Q) f(Q)
{
e−(t−s)□θ

(P,Q)
∂

∂s
e−s□θ

(Q,P ′)

+ e−(t−s)□θ
(P ′, Q)

∂

∂s
e−s□θ

(Q,P )
}
,
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which implies that∫ 1

0
dt ts−1

∫
dVθ(P )

d

dδ

∣∣∣
δ=0

e−t□(θ,δf)
(P, P )

= −2

∫ 1

0
dt ts−1

∫
dVθ(P )

∫ t

0
ds

∫
dVθ(Q) f(Q) e−(t−s)□θ

(P,Q)
∂

∂s
e−s□θ

(Q,P )

= −2

∫ 1

0
dt ts

∫
dVθ(P ) f(P )

∂

∂t
e−t□θ

(P, P ).

Since (by Theorem 2.2.3 with an argument added) there is an asymptotic expansion

∂

∂t
e−t□θ

(P, P ) ∼
∞∑
k=0

(k − (n+ 1))t−(n+1)+k−1aθk(P ),

the theorem is shown.

Next, let us consider the zeta function associated with □θ

ζ(θ : s) =
∑
λi ̸=0

|λi|−s =
∑
λi<0

|λi|−s +
1

Γ(s)

∫ ∞

0
dt ts−1

∫
M

dVθ(P ) (e−t□θ
)+(P, P ).

Theorem 5.2 The function ζ(θ : s) is analytic for Re s ≫ 0 and has a meromorphic

continuation to C with only simple poles at s = n+ 1, n, · · · , 1 and

Res
s=n+1−k

ζ(θ : s) =
1

Γ(n+ 1− k)

∫
M

dVθ(P ) aθk(P ) (n+ 1− k = n+ 1, n, . . . , 1),

Res
s=n+1

ζ(θ : s) =
Vol(M,dVθ)

n! (2π)n+1

∫ ∞

−∞
ds

( s

sinh s

)n
,

ζ(θ : −k) =


∫
M

dVθ(P ) aθn+1(P )−#{λi = 0} (k = 0),

(−1)kk!

∫
M

dVθ(P ) aθn+1+k(P ) +
(
1− (−1)k

) ∑
λi<0

|λi|k (k ≥ 1)

and, thus we have

∫
M

dVθ(P ) aθk(P ) =



Γ(n+ 1− k) Res
s=n+1−k

ζ(θ : s) (k = 0, 1, · · · , n),

ζ(θ : 0) + #{λi = 0} (k = n+ 1),

(−1)k−n−1

(k − n− 1)!

{
ζ(θ : n+ 1− k)

−
∑
λi<0

(
1− (−1)k−n−1

)
|λi|k−n−1

}
(k ≥ n+ 2).

Proof. Since, by (3.2), there are constants a > 0 and C > 0 such that∫ ∞

1
dt

∣∣∣∣ts−1

∫
M

dVθ(P ) (e−t□θ
)+(P, P )

∣∣∣∣ ≤ ∫ ∞

1
dt tRe s−1Ce−at,
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the function
∫∞
1 dt ts−1

∫
M dVθ(P ) (e−t□θ

)+(P, P ) is analytic on C. Besides, 1/Γ(s) is

analytic on C and Γ(s) is a meromorphic function having only simple poles at s = n+1−k

(k = n+1, n+2, . . .) with Ress=n+1−k Γ(s) = (−1)k−n−1/(k−n− 1)!. Hence, ζ(θ : s) is

analytic for Re s ≫ 0 and has a meromorphic continuation to C with only simple poles

at s = n+ 1− k (k = 0, 1, . . . , n) and, referring to (5.1),

Res
s=n+1−k

ζ(θ : s) =
1

Γ(n+ 1− k)
Res

s=n+1−k

∫ 1

0
dt ts−1

∫
M

dVθ(P ) (e−t□θ
)+(P, P )

=
1

Γ(n+ 1− k)
Res

s=n+1−k

∫ 1

0
dt ts−1

{∫
M

dVθ(P ) e−t□θ
(P, P )−

∑
λj≤0

e−tλj

}
=

1

Γ(n+ 1− k)

∫
M

dVθ(P ) aθk(P ).

In addition, we have

ζ(θ : 0) = #{λi < 0}+ 1

Ress=0 Γ(s)
Res
s=0

∫ 1

0
dt ts−1

∫
M

dVθ(P ) (e−t□θ
)+(P, P )

= −#{λi = 0}+Res
s=0

∫ 1

0
dt ts−1

∫
M

dVθ(P ) e−t□θ
(P, P )

= −#{λi = 0}+
∫
M

dVθ(P ) aθn+1(P )

and, for −N = −1,−2, . . .,

ζ(θ : −N) =
∑
λi<0

|λi|N +
1

Ress=−N Γ(s)
Res
s=−N

∫ 1

0
dt ts−1

∫
M

dVθ(P ) (e−t□θ
)+(P, P )

=
∑
λi<0

(|λi|N − λN
i ) +

N !

(−1)N
Res
s=−N

∫ 1

0
dt ts−1

∫
M

dVθ(P ) e−t□θ
(P, P )

=
∑
λi<0

(
1− (−1)N

)
|λi|N +

N !

(−1)N

∫
M

an+1+N (θ : P )

Corollary 5.3 #{λi < 0}, dimker□θ and ζ(θ : 0) are CR conformal invariants.

Proof. By (4.2), dimker□θ is such an invariant, and so is ζ(θ : 0) because of Theo-

rems 5.1 and 5.2. In addition, since □(θ,δf) =
∑

λ̃δ
i ϕ̃

δ
i ⊗ ϕ̃δ

i (δ ≥ 0) form a holomorphic

family (in perturbation theory), #{λ̃δ
i < 0} is continuous with respect to δ so that

#{λi < 0} is also such an invariant.

Parker-Rosenberg [8, §5] considered also the differential of zeta function at s = 0 and

the functional determinant. Unlike in the Riemannian case, we may not withdraw any

invariant from the investigation of them in our case. Note that M is odd dimensional

and we have:
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Proposition 5.4 (cf. [8, Proposition 5.1 and Theorem 5.3]) We have

d

dδ

∣∣∣
δ=0

ζ̇(e2δfθ : 0) =

∫
M

dVθ(P ) 2f(P )
{
aθn+1(P )−

∑
λi=0

|ϕi(P )|2
}
,

d

dδ

∣∣∣
δ=0

det□e2δfθ = − det□θ

∫
M

dVθ(P ) 2f(P ) aθn+1(P ),

where ϕi are given at (3.1).
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